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Ground thawing and freezing depths (GTFDs) strongly influence the hydrology and energy balances of permafrost regions. Current methods to simulate GTFD differ in algorithm type, soil parameterization, representation of latent heat, and unfrozen water content. In this study, five algorithms (one semiempirical, two analytical, and two numerical), three soil thermal conductivity parameterizations, and three unfrozen water parameterizations were evaluated against detailed field measurements at four field sites in Canada’s discontinuous permafrost region. Key findings include: (1) de Vries’ parameterization is recommended to determine the thermal conductivity in permafrost soils; (2) the three unfrozen water parameterization methods exhibited little difference in terms of GTFD simulations, yet the segmented linear function is the simplest to be implemented; (3) the semiempirical algorithm reasonably simulates thawing at permafrost sites and freezing at seasonal frost sites with site-specific calibration. However, large interannual and intersite variations in calibration coefficients limit its applicability for dynamic analysis; (4) when driven by surface forcing, analytical algorithms performed marginally better than the semiempirical algorithm. The inclusion of bottom forcing improved analytical algorithm performance, yet their results were still poor compared with those achieved by numerical algorithms; (5) when supplied with the optimal inputs, soil parameterizations, and model configurations, the numerical algorithm with latent heat treated as an apparent heat capacity achieved the best GTFD simulations among all algorithms at all sites. Replacing the observed bottom temperature with a zero heat flux boundary condition did not significantly reduce simulation accuracy, while assuming a saturated profile caused large errors at several sites.


1. Introduction

Approximately 35% of the earth’s surface is subject to seasonal freezing and thawing, with 26% estimated to be underlain with permafrost [Williams and Smith, 1989]. Because the thermal and hydraulic properties of frozen soils are distinct from those of the same soil in the unfrozen state [Lachenbruch et al., 1982; Farouki, 1986; McCauley et al., 2002; Quinton et al., 2005; Overduin et al., 2006], ground thawing and freezing processes strongly influence the surface energy balance and hydrological processes [Woo, 1986; Williams and Smith, 1989]. The latent energy consumed (released) during thawing (freezing), along with changes in soil thermal properties, greatly alters the surface and subsurface energy partitioning patterns during the unfrozen, frozen and transition periods in permafrost soil [Boike et al., 1988; Gu et al., 2005; Quinton et al., 2005]. In permafrost-dominated watersheds, snowmelt is typically a considerable portion of water inputs [Woo, 1986; McNamara et al., 1998; Carey and Woo, 1999]. Infiltration and redistribution of meltwater are strongly controlled by soil thawing in the active layer due to the impermeable nature of the cryofront and the large vertical changes in soil hydraulic conductivity [Metcalfe and Buttle, 1999; Carey and Woo, 1999; Quinton et al., 2005]. Given the importance of frozen ground to water and energy cycling near the ground surface, representing ground thawing and freezing depths (GTFD) in land surface models (LSMs) and hydrological models is critically important [Slater et al., 1998; Pitman et al., 1999; Luo et al., 2003; Yi et al., 2006]. Recently, efforts have been made to predict changes to global or regional permafrost in response to changes in climate forcing with comprehensive numerical models including thaw/freeze algorithms [e.g., Lawrence and Slater, 2005; Sushama et al., 2006, 2007; Zhang et al., 2007a]. Although climate warming scenarios used by most studies are similar, their predictions differed markedly. Zhang et al. [2007a] predicted 16–20% reduction in the permafrost area in Canada between 1999 and the end of 21st century, while Lawrence and Slater [2005] predicted 60–90% reduction of the permafrost area globally in about...
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the same period. Large discrepancies in the predictions of future permafrost fate suggests that further examinations of the basic model assumptions and simulation processes including the thawing and freezing are necessary [Burn and Nelson, 2006; Delisle, 2007; Nicolsky et al., 2007].

[3] Existing algorithms to simulate GTFD vary in the: (1) types of algorithms, (2) parameterizations of soil thermal properties for both frozen and unfrozen soils, (3) parameterizations of unfrozen water content in frozen soil, (4) treatment of latent energy during thawing and freezing, and (5) settings of model configurations such as resolution of time step and soil layers, and the boundary conditions. A brief review of algorithms and parameterizations for GTFD simulation is provided in section 2.

[4] Due largely to logistical difficulties in obtaining sufficient field data in permafrost environments, evaluation of GTFD simulation algorithms and their parameterization techniques remains challenging. Previous studies have prescribed surface forcing [e.g., Jumikis, 1977; Goodrich, 1978, 1982b; Lunardini, 1981; Riseborough, 2004], or prescribed soil moisture and thermal properties [e.g., Goodrich, 1978, 1982b; Romanovsky et al., 1997; Hinzman et al., 1998; Li and Koike, 2003; Ling and Zhang, 2004; Woo et al., 2004]. For example, in the validation of a modified Stefan’s algorithm, a 5% unfrozen water content was used for six field sites ranged from polar desert to agricultural land [Woo et al., 2004], while observed values ranged from 0% in coarse-grained mineral soil to more than 20% in certain organic or clay soils [Anderson and Tice, 1972; Nakano and Brown, 1972; Romanovsky and Osterkamp, 2000; Quinton et al., 2005; Overduin et al., 2006]. Most existing evaluation/validation studies of GTFD simulations only included single algorithm [e.g., Goodrich, 1978; Fox, 1992; Hinkel and Nicholas, 1995; Hinzman et al., 1998; Cherkauer and Lettenmaier, 1999; Quinton and Gray, 2001; Zhang et al., 2003; Woo et al., 2004; Hayashi et al., 2007], and only a few compared different algorithms [e.g., Romanovsky et al., 1997; Luo et al., 2003]. Shortcomings of evaluations by Romanovsky et al. [1997] and Luo et al. [2003] were that the compared models differed in many ways in representing processes related to thawing/freezing. The three numerical models compared by Romanovsky et al. [1997] differed in their discretizing techniques (finite difference vs. finite element), in treatments of latent heat during thawing/freezing and in the parameterization of unfrozen water. The 21 LSms compared by Luo et al. [2003] have even larger diversity in thawing and freezing algorithms, soil thermal and unfrozen water parameterizations, simulations of ground surface temperature, soil moisture and snow depth. While results from these studies enhance awareness of key processes (e.g., unfrozen water, ground surface temperature, snow dynamics, etc.), it is hard to identify reasons for differences in GTFD and subsurface temperature, limiting the applicability of the findings.

[5] To provide a comprehensive evaluation of existing algorithms for GTFD simulations in permafrost regions, this study compared the simulation results of five GTFD algorithms with observations at four locations in two northern watersheds: Scotty Creek, Northwest Territories and Wolf Creek, Yukon Territory, Canada. The five algorithms include a semi-empirical algorithm, two analytical algorithms and two numerical algorithms. For each algorithm, the driving variables and input parameters were obtained from a common set of field observations, or gap-filled from available observations. In addition, three soil thermal conductivity parameterizations, three unfrozen water parameterizations, and two commonly applied parameter prescription methods (i.e., zero heat flux at the bottom of soil column and saturated soil moisture) were examined at the four sites. To ensure that the evaluation results are not disturbed by factors other than those to be evaluated, some model configurations (i.e., resolutions of time step and soil layers, position of lower boundary), were examined prior to the algorithm and parameterization evaluation and the most appropriate sets were applied to each site. Results from this research will provide guidelines for the implementation of appropriate algorithms and parameterization techniques for GTFD simulation in permafrost environments based on the type and quality of available data, the time, and spatial scales of the application.

2. Review of Algorithms, Parameterizations, and Configurations for GTFD Simulation

2.1. Types of Algorithms

[6] There are three categories of GTFD simulation algorithms: empirical and semiempirical, analytical, and numerical. Equations of GTFD simulation used in this study are presented in Table 1. Empirical and semiempirical algorithms relate GTFD to some aspect of surface forcing by one or more experimentally established coefficients [e.g., Van Wijk, 1963; Abbey et al., 1978; Quinton and Gray, 2001; Anisimov et al., 2002]. Equation (1), referred to as Accumulated Thermal Index Algorithm (ATIA) hereafter, is one of the most commonly used semi-empirical algorithms [Woo, 1976; Nelson and Ocfalt, 1987; Hinkel and Nicholas, 1995; Nelson et al., 1997], which is a simplified expression of Stefan’s analytical solution (equation (2); Stefan [1890], as cited by Jumikis [1977]). While no soil parameters are required, the empirical coefficient ($\beta$) has to be calibrated with observed GTFD in situ, limiting the spatial and temporal transferability of the method.

[7] Analytical algorithms are specific solutions to heat conduction problems under certain assumptions. The most widely applied analytical solution is Stefan’s formulation (equation (2)), which is most applicable in wet homogeneous ground conditions based on the original assumptions [Carlson, 1952; Jumikis, 1977; Lunardini, 1981]. Various modifications have been made to extend its applicability. Kersten [1959] developed a scheme for layered soils, while Woo et al. [2004] further improved the algorithm by including top and bottom forcing called the Two Directional Stefan Algorithm (TDSA), which can simulate multiple frozen and thaw fronts in layered soil. Hayashi et al. [2007] developed a simple analytical equation (equation (3)) to simulate GTFD at a permafrost site with layered peat soil based on similar assumptions in Stefan’s original algorithm, and hereafter referred to as Hayashi’s Modified Stefan Algorithm (HMSA). Stefan’s algorithm and its various modifications have been widely applied to simulate GTFD in permafrost models [e.g., Carlson, 1952; Jumikis, 1977; Lunardini, 1981; Woo et al., 2004; Carey and Woo, 2005], hydrological models [e.g., Fox, 1992; Zhang et al., 2000], and LSms [e.g., Li and Koike, 2003; Yi et al., 2006].
Table 1. List of Equations

<table>
<thead>
<tr>
<th>Equations</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semiempirical algorithm</td>
<td>$Z = \beta T^{0.5}$</td>
</tr>
<tr>
<td>Analytical algorithms</td>
<td>$Z = \frac{(K/\rho C)<em>{\text{frozen}}}{(K/\rho C)</em>{\text{all soils}}}$</td>
</tr>
<tr>
<td>Numerical algorithms</td>
<td>$C_O \theta = \frac{(K/\rho C)<em>{\text{frozen}}}{(K/\rho C)</em>{\text{all soils}}}$</td>
</tr>
<tr>
<td>Goodrich et al., 1993; Ling and Zhang, 2004</td>
<td></td>
</tr>
</tbody>
</table>

Hayashi et al., 2003] Numerical algorithms determine the GTFD by interpolating thermal properties from the soil temperature profile, which is numerically solved from the heat transfer equation. Conduction is represented in the first term of equation (4) and $I_{\text{lat}}$ is the latent heat released or consumed during phase change of soil water and $I_{\text{conv}}$ is convective heat transported by water flow. While $I_{\text{lat}}$ has been cited as important in certain cases [Hinkel and Outcalt, 1994; Kane et al., 2001], its consideration requires a fully coupled soil water model that is absent from most geothermal models [e.g., Goodrich, 1978; Romanovsky et al., 1997; Ling and Zhang, 2004]. Because of the lack of available data, evaluation of models with $I_{\text{lat}}$ exceeds the scope of this study and $I_{\text{lat}}$ is neglected in the models tested here. Both finite difference [e.g., Nakano and Brown, 1972; Goodrich, 1978; Versengy, 1991; Foley et al., 1996; Dai et al., 2003; Luo et al., 2003; Ling and Zhang, 2004; Zhang et al., 2003, 2007b] and finite element [e.g., Yalamanchili and Chu, 1973; Goodrich, 1982a; Alexiades and Solomon, 1993; Romanovsky et al., 1997; Hinzman et al., 1998] methods are found in numerical thermal models. However, finite element and difference equations converge to similar results for one-dimensional heat flow as long as appropriate
time and soil layer resolution is specified [Goodrich, 1982a; Romanovsky et al., 1997; Hinzman et al., 1998]. Therefore, in this study, only the more widely applied finite difference schemes are evaluated. In numerical algorithms, there are two distinct methods for the treatment of $I_{sat}$: (1) $I_{sat}$ is ignored while solving equation (4) and then readjusts the soil temperature and the ratio of liquid water and ice by energy conservation during freeze and thaw [Shoop and Bigl, 1997; Zhang et al., 2007b], and (2) $I_{sat}$ is related to temperature and unfrozen water content ($\theta_u$) by equation (5) and the heat capacity ($C$) in equation (4) is replaced by an apparent heat capacity (equation (6)) [Nakano and Brown, 1972; Osterkamp and Romanovsky, 1987; Hinzman et al., 1998; Smirnova et al., 2000; Nicolisky et al., 2007]. This first method, referred to here as the Decoupled Energy Conservation Parameterization (DECP), is commonly employed in LSMS [e.g., Verseghy, 1991; Foley et al., 1996; Dai et al., 2003]. The second method, referred to as the Apparent Heat Capacity Parameterization (AHCP), is often used in geothermal models. Additional reviews on numerical treatments of $I_{sat}$ are found in Goodrich [1978, 1982a], Li and Koike [2003], and Riseborough [2004, pp. 300–309].

2.2. Parameterization of Soil Thermal Conductivity

Thermal conductivity ($K$) is an important soil parameter for analytical and numerical algorithms. Among the many parameterizations [Farouki, 1986; Tarnawski and Wagner, 1992, 1993; Riseborough, 2004], Johansen’s parameterization [Johansen, 1975; Farouki, 1986] and de Vries’ parameterization [de Vries, 1963; Farouki, 1986] are most commonly found in GTFD simulations [e.g., Verseghy, 1991; Tarnawski and Wagner, 1993; Cherkauer and Lettenmaier, 1999; Dai et al., 2003; Zhang et al., 2003; Woo et al., 2004; Carey and Woo, 2005; Quinton et al., 2005; Hayashi et al., 2007]. Equations (7)–(10) (referred to as complete Johansen’s parameterization hereafter) summarize the variations of Johansen’s parameterization under different soil conditions as reviewed by Farouki [1986, pp. 41–53 and 112–113]. However, only equations (7b), (8a), (9), and (10c) (referred to as commonly used Johansen’s parameterization hereafter) are widely used in current LSM and hydrological applications [e.g., Verseghy, 1991; Dai et al., 2003; Woo et al., 2004; Yi et al., 2006], regardless the soil condition. Equation (11) is the general form of de Vries’ thermal conductivity parameterization [de Vries, 1963]. Although comprehensive methods to parameterize equation (11) exist [de Vries, 1963; Tarnawski and Wagner, 1992, 1993], the most commonly used parameterizations found in thermal models [e.g., Farouki, 1986, pp. 109–110; Quinton et al., 2005; Hayashi et al., 2007] are listed in equations (12)–(16).

2.3. Parameterization of Unfrozen Water Content in Frozen Soil

The importance of unfrozen water content on frozen soil thermal properties and GTFD simulation has been widely demonstrated [e.g., Anderson and Tice, 1972; Nakano and Brown, 1972; Andersland and Ladanyi, 1994, pp. 40–43; Osterkamp and Romanovsky, 1997; Romanovsky and Osterkamp, 2000]. As soil temperature is not explicitly simulated in analytical algorithms, only a constant unfrozen water content is assigned to each type of frozen soil [e.g., Woo et al., 2004; Carey and Woo, 2005; Yi et al., 2006], unless observations are available [e.g., Hayashi et al., 2007]. Among the various relationships between unfrozen water content and subfreezing soil temperature, a power function (equation (17)) [e.g., Anderson and Tice, 1972; Osterkamp and Romanovsky, 1997; Ling and Zhang, 2004; Riseborough, 2004, p. 84; Zhang et al., 2007b], a segmented linear function (equation (19)) [e.g., Goodrich, 1978; Zhang et al., 2003; Riseborough, 2004, pp. 300–309] and a water potential - freezing point depression function (equation (20)) [e.g., Cary and Mayland, 1972; Fuchs et al., 1978; Zhao and Gray, 1997; Cherkauer and Lettenmaier, 1999; Koren et al., 1999; Smirnova et al., 2000; Niu and Yang, 2006], are most commonly found in numerical algorithms. Equation (18) is a modified power function to the original form (equation (17)) [Anderson and Tice, 1972] by Osterkamp and Romanovsky [1997], in order to take into account the freezing point ($T_f$) depression observed in various frozen soils [Koopmans and Miller, 1966; Osterkamp, 1987; Quinton et al., 2005]. Because of the empirical or semiempirical nature of the existing unfrozen water parameterization methods, site specific calibration of their empirical parameters (e.g., $a$, $b$, $c$, $T_f$, $\theta_u$, $\theta_{sat}$) is critical.

2.4. Boundary Conditions in GTFD Simulation

The ground surface temperature (i.e., the upper boundary condition) is a key input for all GTFD algorithms. Although uncertainties in current methods to estimate [Becker and Li, 1995; Kleene et al., 2001; Coll et al., 2005; Kade et al., 2006] or simulate [Verseghy, 1991; Hinzman et al., 1998; Dai et al., 2003; Zhang et al., 2007b] surface temperature remains one of the largest sources of error in soil thermal simulations [Goodrich, 1982a; Hinzman et al., 1998; Kleene et al., 2001; Kade et al., 2006], the evaluation of the methods to obtain this parameter is beyond the scope of this study. In order to reduce the uncertainty in evaluating the main algorithms and the parameterization techniques, observed soil surface (or near surface) temperatures are used as the upper boundary condition throughout this study.

Certain analytical algorithms (e.g., TDSA) and all numerical algorithms require a well-defined lower boundary. Although soil temperature measured or simulated at the bottom of soil column could serve as a lower boundary condition [e.g., Woo et al., 2004; Yi et al., 2006], typically such inputs are unavailable. A frequently used bottom boundary condition is a geothermal flux [e.g., Zhang et al., 2003; Ling and Zhang, 2004; Alexeev et al., 2007; Zhang et al., 2007a], or zero heat flux [e.g., Verseghy, 1991; Dai et al., 2003; Zhang et al., 2007b] at a certain ground depth. However, the placement of lower boundary needs special caution [Smerdon and Stieglitz, 2006; Alexeev et al., 2007; Stevens et al., 2007], particularly when long term simulation is required.

2.5. Resolutions of Time Step and Soil Layers

Changing the time step resolution in empirical and analytical algorithms results in parameter changes, yet does not affect simulation results. Changing resolution of soil layers in some analytical algorithms (e.g., TDSA and HMSA) may affect the representation of the soil physical
Table 2. Soil Profiles and Properties of the Four Sites

<table>
<thead>
<tr>
<th>Site Name (Coordinates)</th>
<th>Depth of Soil Layers (m)</th>
<th>Bulk Density (kg m(^{-3}))</th>
<th>Porosity (m(^3) m(^{-3}))</th>
<th>Minerals (m(^3) m(^{-3}))</th>
<th>Organic (m(^3) m(^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scotty Creek (SC, 61°18'N; 121°18'W, 280 m)</td>
<td>0.0–0.10</td>
<td>88.4</td>
<td>0.92</td>
<td>0.0</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>0.1–0.2</td>
<td>93.0</td>
<td>0.88</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>0.2–0.3</td>
<td>134.3</td>
<td>0.85</td>
<td>0.0</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>0.3–0.4</td>
<td>148.0</td>
<td>0.81</td>
<td>0.0</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>0.4–0.5</td>
<td>178.5</td>
<td>0.77</td>
<td>0.0</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>0.5–3.0</td>
<td>248.0</td>
<td>0.75</td>
<td>0.0</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>&gt;3.0</td>
<td>1300.0</td>
<td>0.43</td>
<td>0.57</td>
<td>0.0</td>
</tr>
<tr>
<td>Granger Creek (GC, 60°33'N; 135°31'W, 1338 m)</td>
<td>0.0–0.03</td>
<td>39.8</td>
<td>0.94</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>0.03–0.07</td>
<td>68.3</td>
<td>0.94</td>
<td>0.0</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>0.07–0.15</td>
<td>80.5</td>
<td>0.92</td>
<td>0.0</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>0.15–0.25</td>
<td>141.3</td>
<td>0.85</td>
<td>0.0</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>0.25–0.35</td>
<td>289.8</td>
<td>0.75</td>
<td>0.05</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>&gt;0.35</td>
<td>1104</td>
<td>0.49</td>
<td>0.5</td>
<td>0.01</td>
</tr>
<tr>
<td>Wolf Creek north-facing slope (WC_NFS, 60°31'N; 135°31'W, 1175 m)</td>
<td>0.0–0.11</td>
<td>55.0</td>
<td>0.92</td>
<td>0.0</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>0.11–0.23</td>
<td>90.0</td>
<td>0.84</td>
<td>0.02</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>0.23–0.60</td>
<td>1340.0</td>
<td>0.52</td>
<td>0.45</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>&gt;0.6</td>
<td>1340.0</td>
<td>0.52</td>
<td>0.47</td>
<td>0.01</td>
</tr>
<tr>
<td>Wolf Creek south-facing slope (WC_SFS, 60°31'N; 135°31'W, 1175 m)</td>
<td>0–0.4</td>
<td>1420.0</td>
<td>0.55</td>
<td>0.40</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>&gt;0.4</td>
<td>1420.0</td>
<td>0.55</td>
<td>0.43</td>
<td>0.02</td>
</tr>
</tbody>
</table>

properties in vertically heterogeneous soils (e.g., \(\rho\), \(K\), and \(\theta\)), influencing GTFD simulations. However, the resolutions of the time step and soil layers are critical in all the numerical thermal models, due mainly to their influence on the converging behavior in solving equation (4) [Lunardini, 1981, p. 473; Goodrich, 1982a]. Coarse simulations may create oscillations in simulation results of soil temperature and GTFD or even failures of model runs. Theoretically, the finer the time resolution with a greater number of thinner soil layers, the more accurate the soil temperature and GTFD simulation. Very often, a finer resolution in time requires more and thinner layers in the soil. However, finer resolution dictates increased input requirements, computing resources and parameterizations. In practice, determining the resolution of time steps and soil layers is also affected by the time and spatial scales of application. A balance must be achieved between simulation accuracy and computational efficiency.

3. Study Sites and Methodology

3.1. Sites and Field Measurements

[14] All four model testing sites are located in Canada’s discontinuous permafrost regions above 60°N latitude. Scotty Creek (referred to as SC hereafter) is located in a wetland-dominated region near Fort Simpson, Northwest Territories. The three other sites are located within the Wolf Creek Research Basin, Yukon Territory. Granger Creek (a subcatchment of Wolf Creek, and referred to as GC hereafter) is located on a north-facing slope above tree line. Two sites located across a river valley are referred to as the north-facing slope (WC_NFS hereafter) and south-facing slope (WC_SFS hereafter). Additional details and site descriptions can be found in Carey and Woo [2001, 2005], Quinton et al. [2005], and Hayashi et al. [2007]. Table 2 summarizes observed soil properties required for model parameterization. Except for WC_SFS which has only mineral soils, the sites have 0.2–3.0 m of organic soils at the surface which are subdivided into layers with increasing bulk density and porosity with depth. Both SC and GC are underlain with permafrost, whereas no permafrost was observed at WC_NFS and WC_SFS during the study periods.

[15] At WC_NFS and WC_SFS, ground temperatures were measured using type-T thermocouples and liquid soil water content using site-calibrated TDR (MoisturePoint) probes. At GC and SC, soil temperature was measured using thermistors and liquid water content was measured using site-calibrated Campbell Scientific water content reflectometers (CS-615). Instrumentation details and the site calibration of probes can be found in Carey and Woo [1998, 2001, 2005] for WC_NFS and WC_SFS and in Quinton et al. [2005] and Hayashi et al. [2007] for GC and SC. Table 3 provides data periods, depths of observation and selected annual averaged variables for the sites. All sites covered two thawing and freezing seasons with the exception of WC_SFS which covered two thawing and one freezing season. At SC, GC, and WC_NFS, the first thawing and freezing seasons were considered for model calibration to derive parameters such as \(\beta\) for equation (1) and unfrozen water parameters for equations (18)–(20). The second thawing and freezing season were used for model evaluation. At WC_SFS, the first thawing season served as model calibration and the second for evaluation, while the one freezing season was used for both purposes. While soil moisture data at WC_NFS and WC_SFS were absent during winter months (October to March), all other observations continued through the data periods in Table 3, with occasional missing values.

3.2. Algorithms to be Evaluated and Their Coding Techniques

[16] Five GTFD algorithms from three categories were selected for comparison in this study. Their input and parameter requirements, outputs and references are provided in Table 4. The semiempirical ATIA has the least input parameter requirements, yet the empirical coefficient \(\beta\) must be obtained with sufficient observations of GTFD at individual sites. The four analytical and numerical algorithms do not require in situ observed GTFD for model calibration, yet require more inputs and soil parameters. Furthermore,
soil specific calibration for unfrozen water parameterization is critical to analytical and numerical algorithms. The primary difference between the two analytical algorithms are: (1) TDSA operates with both surface and bottom forcing while HMSA only requires surface forcing, and (2) TDSA quantifies the thawing and freezing penetration layer by layer, allowing identification of multiple GTFD, whereas HMSA can only calculate the top first thawing or frozen front. Both numerical methods, FD DECP and FD AHCP, use finite difference numerical schemes to discretize equation (4) and are identical except for the treatment of \( I_{def} \). FD DECP employs the decoupled energy conservation method and FD AHCP uses the apparent heat capacity method described above. ATIA, HMSA, FD DECP, and FD AHCP were coded in C++ while TDSA remained in FORTRAN90 as supplied by the developers [Woo et al., 2004].

[17] Three soil thermal conductivity parameterizations: (1) the complete Johansen’s parameterization (equations (7)–(10)), (2) the commonly used Johansen’s parameterization (equations (7b), (8a), (9), and (10c)), and (3) de Vries’ parameterization (equations (12)–(16)), were added to all algorithms except ATIA. Three unfrozen water parameterizations: (1) power function (equation (18)), (2) segmented linear function (equation (19)), and (3) water potential-freezing point depression function (equation (20)), were added to FD DECP and FD AHCP. A constant unfrozen water content \( \theta_{unf} \) under subfreezing conditions was assigned to each soil type for HMSA and TDSA. All algorithms were coded to allow soil layers and node spacing, time step, boundary conditions and placement of the lower boundary to be easily adjusted and tested.

### Table 3. Data Periods, Observation Depths, and Annual Average Values of Soil Temperature and Moisture

<table>
<thead>
<tr>
<th>Site</th>
<th>Data Periods</th>
<th>Soil Temperature Observation Depth (m)</th>
<th>( T_{s,ann}/T_{b,ann} ) (°C)</th>
<th>Soil Water Observation Depth (m)</th>
<th>( \theta_{ann} ) at Each Layer (m² m⁻³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC</td>
<td>1 September 2003 – 31 August 2005</td>
<td>0.0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.6, 0.7</td>
<td>3.2/0.3</td>
<td>0.1, 0.2, 0.3, 0.4</td>
<td>0.42, 0.54, 0.65, 0.64</td>
</tr>
<tr>
<td>GC</td>
<td>20 July 2001 – 24 August 2003</td>
<td>0.02, 0.05, 0.075, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4</td>
<td>-0.2/0.9</td>
<td>0.02, 0.05, 0.1, 0.2, 0.3, 0.4</td>
<td>0.18, 0.18, 0.17, 0.20, 0.35, 0.41</td>
</tr>
<tr>
<td>WC_NFS</td>
<td>10 April 1996 – 22 April 1998</td>
<td>0.02, 0.05, 0.2, 0.4, 0.6, 1.0, 1.2, 1.4</td>
<td>2.1/0.9</td>
<td>0.05, 0.1, 0.2, 0.4, 0.6</td>
<td>0.37, 0.46, 0.39, 0.43, 0.38</td>
</tr>
<tr>
<td>WC_SFS</td>
<td>12 April 1996 – 22 September 1997</td>
<td>0.02, 0.05, 0.2, 0.4, 0.6, 1.0, 1.5</td>
<td>0.4/1.3</td>
<td>0.05, 0.1, 0.2, 0.4, 0.6</td>
<td>0.20, 0.22, 0.22, 0.25, 0.24, 0.16</td>
</tr>
</tbody>
</table>

#### 3.3. Preparation of Model Inputs, Parameters, and Evaluation Data

[18] Continuous inputs of soil temperature at the top and bottom boundary and the total and liquid water content for all soil layers are required during both calibration and evaluation periods. Total moisture content during frozen periods was taken as a constant and estimated from the observed moisture content prior to freezing. Liquid water contents during winter at WC_NFS and WC_SFS were estimated based on the subfreezing temperature–unfrozen water content relation from observed data. Missing data was gap-filled by interpolation or extrapolation of the known values. Soil moisture content at soil layers other than observation depth was determined either by interpolation or calibrated using data during model calibration period (details in section 3.4).

[19] Parameters for the unfrozen water–subfreezing temperature relationships (equations (18)–(20)) were obtained from observations at the four sites. Figure 1 shows the observed unfrozen water content under subfreezing temperature for two selected soil layers at the four sites, and the fit curves by the three unfrozen parameterization methods. Parameters \( T_f, T_{w}, \) and \( \theta_{unf} \) are determined by the inflection points and the minimum unfrozen water content observed. Because of the limited sample size and narrow soil temperature range, mathematical methods of curve fitting failed to determine values of \( a, b, \) and \( c \) in equations (18) and (20). Alternatively, these coefficients were manually determined by trial and error methods to best fit the observed curves, and a complete set of unfrozen water parameters derived from the first thawing and freezing season are listed in Table 5. The observed freezing point \( (T_f) \) ranged from \(-0.3 \) to \( 0°C\).

### Table 4. Summary of the Five GTFD Simulation Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Category</th>
<th>Driving Variables</th>
<th>Parameters</th>
<th>Outputs</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIA</td>
<td>semiempirical</td>
<td>( T_s )</td>
<td>( \beta )</td>
<td>single GTFD</td>
<td>Nelson and Outcalt [1987],</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Henkel and Nicholas [1995]</td>
</tr>
<tr>
<td>HMSA</td>
<td>analytical</td>
<td>( T_s )</td>
<td>( z, \theta_{n, w}, \theta_i (i = 1, N) ) for each soil layer</td>
<td>single GTFD</td>
<td>Hayashi et al. [2007]</td>
</tr>
<tr>
<td>TDSA</td>
<td>analytical</td>
<td>( T_s )</td>
<td>same as HMSA</td>
<td>multiple GTFD</td>
<td>Woo et al. [2004], Yi et al. [2006]</td>
</tr>
<tr>
<td>FD DECP</td>
<td>numerical</td>
<td>(a) ( T_s ) or ( H_f ); (b) ( T_s ) or ( H_f )</td>
<td>(a) ( z, \theta_{n, w}, \theta_i (i = 1, N) ); for each soil layer; (b) empirical parameters for equation (18) or equation (19) or equation (20) for each soil layer</td>
<td>for each soil layer and multiple GTFD</td>
<td>Verseghy [1991], Foley et al. [1996], Shoop and Bigl [1997], Dai et al. [2003], Zhang et al. [2003, 2007b]</td>
</tr>
<tr>
<td>FD AHCP</td>
<td>numerical</td>
<td>same as FD DECP</td>
<td>same as FD DECP</td>
<td>same as FD DECP</td>
<td>Nakano and Brown [1972], Goodrich [1978], Smirnova et al. [2000], Nicolsky et al. [2007]</td>
</tr>
</tbody>
</table>
with more depression in organic soils below 0.1–0.2 m soil depth.

[20] Because of the freezing point depression, the conventional 0°C isothermal position does not represent GTFD at the study sites. Alternatively, observed $T_f$ values for each soil layer listed in Table 5 were used to determine observed and simulated GTFD from the soil temperature profile. Gap-filled data was not used in the evaluation of GTFD. For node spacing of soil temperature measurement greater than 0.2 m, linear interpolation of $T_f$ position may cause substantive errors due to the nonlinear soil temperature profile and frequently observed zero-curtain effect [Outcalt et al., 1990; Hinkel and Outcalt, 1994; Osterkamp and Romanovsky, 1997], and values interpolated more than 0.1 m from the sensor position were discarded. The same 0.1 m rule was applied when evaluating temperature profiles simulated with FD_DECP and FD_AHCP. Multiple thawing and freezing fronts can be identified in observed data and by several GTFD algorithms (Table 4), yet only the top thawing and freezing fronts were analyzed in this study to avoid unnecessary complexity. Observed GTFD values were used to determine $\beta$ values required by ATIA (equation (1))

![Figure 1. Comparisons of observed and simulated unfrozen water content under subfreezing soil temperature using three unfrozen water parameterizations at two soil layers for the four model testing sites.](image)

### Table 5. Values for the Three Unfrozen Water Parameterizations at the Four Sites

<table>
<thead>
<tr>
<th>Site</th>
<th>Soil Layer (m)</th>
<th>Soil Texture</th>
<th>$T_f$</th>
<th>$T_{u,l}$</th>
<th>$\theta_{u,l}$</th>
<th>$\alpha$</th>
<th>$c$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC</td>
<td>0–0.1</td>
<td>surface organic</td>
<td>0.0</td>
<td>0.0</td>
<td>0.15</td>
<td>0.184</td>
<td>-0.09</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>0.1–0.2</td>
<td>peat</td>
<td>-0.05</td>
<td>0.18</td>
<td>0.22</td>
<td>-0.15</td>
<td>6.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;0.4</td>
<td>peat</td>
<td>-0.05</td>
<td>0.18</td>
<td>0.22</td>
<td>-0.15</td>
<td>6.7</td>
<td></td>
</tr>
<tr>
<td>GC</td>
<td>0–0.1</td>
<td>surface organic</td>
<td>-0.05</td>
<td>0.13</td>
<td>0.14</td>
<td>-0.05</td>
<td>5.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1–0.2</td>
<td>peat</td>
<td>-0.1</td>
<td>0.15</td>
<td>0.2</td>
<td>-0.23</td>
<td>6.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;0.2–0.35</td>
<td>peat</td>
<td>-0.12</td>
<td>0.16</td>
<td>0.19</td>
<td>-0.18</td>
<td>6.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;0.35</td>
<td>sandy loam</td>
<td>-0.12</td>
<td>0.18</td>
<td>0.18</td>
<td>-0.1</td>
<td>9.5</td>
<td></td>
</tr>
<tr>
<td>WC_NFS</td>
<td>0–0.3</td>
<td>surface organic</td>
<td>0</td>
<td>0.07</td>
<td>0.08</td>
<td>-0.18</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;0.3</td>
<td>silt</td>
<td>0</td>
<td>0.05</td>
<td>0.15</td>
<td>-0.15</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>WC_SFS</td>
<td>0–0.4</td>
<td>silt</td>
<td>0</td>
<td>0.05</td>
<td>0.1</td>
<td>-0.18</td>
<td>6.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;0.4</td>
<td>silt</td>
<td>0</td>
<td>0.05</td>
<td>0.1</td>
<td>-0.18</td>
<td>4.7</td>
<td></td>
</tr>
</tbody>
</table>
3.4. Evaluation Strategy

GTDF simulations are influenced by the algorithms used, soil thermal parameterization and model configuration. In addition, the prescription method (outlined as Runs 1–3 in Table 7) is critical in cases where data are unavailable, which is common in permafrost environments. Run1 is supplied with the best available inputs at the sites. The simulated soil column depth in Run1 is confined in the soil column with known soil boundary temperature at the top and bottom. Where soil surface temperature is not measured, the top available soil temperature (at 0.02 m) is used as the upper boundary condition. The total (water and ice) and liquid soil moisture contents are supplied for all the simulated soil layers. Run2 represents a condition when the lower boundary condition is unknown, but a zero heat flux is assumed at 5-m depth. Total and liquid soil moisture contents below the observation depths were calibrated using the first year’s data such that the RMSD between the simulated and observed GTDF is minimized. Run3 represents a condition when the soil moisture and lower boundary are unknown, which is typically the case for spatial modeling in permafrost regions. Because of the large snowmelt water supply during soil thawing [Woo, 1986; McNamara et al., 1998; Carey and Woo, 1998], the simplest and most physically reasonable assumption is a saturated soil condition. Run3 is designed to test the efficacy of such a simple assumption in various permafrost sites. While tests of all possible permutations in model algorithms, parameterizations and data prescriptions are infeasible, it is possible to reasonably evaluate one experimental variable at a time by careful experimental design.

Model configurations such as time step, soil layer resolution, and placement of the lower boundary condition, are largely related to the application and spatial time scales [Smerdon and Stieglitz, 2006; Alexeev et al., 2007; Nicolsky et al., 2007; Zhang et al., 2007b], yet a thorough evaluation of those settings exceed the scope of this study. The following iterative procedure was followed to ensure the chosen model configuration would not disturb algorithm and parameterization evaluations made in this study. To obtain the optimal time resolution for the two numerical algorithms, an estimated “good” soil layer resolution and column depth was used for different time resolution runs at the four sites. The Root Mean Squared Differences (RMSD) of simulated GTDF between runs with different time resolutions were compared to an arbitrary threshold value of 0.01 m, which is considerably smaller than observation GTDF errors (<0.05 m in upper and <0.1 m in lower layers). Once the RMSD was smaller than 0.01 m, the desired time resolution was reached. Following this, the optimal time

### Table 6. \( \beta \) Values at the Four Testing Sites During Two Thawing/Freezing Seasons

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta ) for freezing</td>
<td>0.067</td>
<td>0.046</td>
<td>0.070</td>
<td>0.089</td>
<td>0.061</td>
</tr>
<tr>
<td>( \beta ) for thawing</td>
<td>0.023</td>
<td>0.025</td>
<td>0.023</td>
<td>0.021</td>
<td>0.045</td>
</tr>
</tbody>
</table>

### Table 7. Model Inputs and Configurations for the Three Sets of Model Runs

<table>
<thead>
<tr>
<th>Inputs and Configurations</th>
<th>Run1</th>
<th>Run2</th>
<th>Run3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom of soil column</td>
<td>0.7 m at SC; 0.4 m at GC; 1.4 m at WC_NFS; 1.5 m at WC_SFS</td>
<td>5 m</td>
<td>5 m</td>
</tr>
<tr>
<td>Computing time step</td>
<td>1 day for ATIA, HMSA and TDSA; 30 min for FD_DEC and FD_AHCP</td>
<td>same as in Run1</td>
<td>same as in Run1</td>
</tr>
<tr>
<td>Top boundary condition</td>
<td>observed surface or near surface soil temperatures</td>
<td>same as in Run1</td>
<td>same as in Run1</td>
</tr>
<tr>
<td>Bottom boundary condition</td>
<td>observed bottom soil temperatures</td>
<td>HMSA and TDSA: not applicable; FD_DEC and FD_AHCP: ( H_f = 0 )</td>
<td>same as in Run2</td>
</tr>
<tr>
<td>Soil moisture content</td>
<td>observed or estimated</td>
<td>observed for known soil layers and estimated/calibrated for other layers</td>
<td>determined by equation (18) at SC site and by equation (19) at other sites</td>
</tr>
<tr>
<td>Unfrozen water content</td>
<td>observed or estimated</td>
<td>observed for known soil layers and estimated/calibrated for other layers</td>
<td>de Vries’</td>
</tr>
<tr>
<td>( K ) parametrization</td>
<td>de Vries’</td>
<td>de Vries’</td>
<td>de Vries’</td>
</tr>
</tbody>
</table>
resolution was applied to evaluate soil layer resolution and the zero heat flux position. Node spacing requires thinner layers in the active layer and layers progressively thicken with depth. After the optimal configurations were found utilizing the same 0.01-m criteria, this node spacing was reapplied to runs for time resolution testing and repeated until all the best settings became stable. A 30-minute time resolution, 16-layer soil resolution (as for Run2 in Table 7), and a 5-m-deep soil column were found to be adequate for FD_DECP and FD_AHCP at the four testing sites during the one year model evaluation period.

Comparison of the three soil thermal conductivity parameterizations and the three unfrozen water parameterizations were performed by Run1 (Table 7), which supplied the best possible inputs. Evaluation was performed by comparing simulated GTFD with observed values at each site. The thermal conductivity parameterizations were evaluated first using observed unfrozen water content. The best thermal conductivity parameterization method was then used in the runs to evaluate the unfrozen water parameterizations by substituting the observed unfrozen water with calculated values.

Once the best possible model configurations and soil parameterizations were found, they were applied to each of the four algorithms (not applicable for ATIA) to simulate the GTFD at the four sites during the model evaluation periods with the three sets of run conditions as listed in Table 7. The RMSD between the simulated and observed values were then calculated to evaluate the five algorithms.

4. Results

Evaluation of soil parameterizations and algorithms for GTFD simulation are presented in Figures 2–7 and Tables 8–10. As the three soil thermal conductivity and unfrozen water parameterizations showed variation in results among the sites, not among the algorithms for a site, only results from the FD_AHCP model will be discussed for clarity. In order to keep the same sample size for comparison, the RMSD analysis only considers the top thawing or freezing front.

4.1. Observed Thawing/Freezing Features at the Four Sites During Evaluation Periods

At SC from 1 September 2004 to 31 August 2005, subfreezing soil surface temperature lasted 200 days and thawing surface temperature lasted 165 days (Figure 4a). Soil surface temperature ranged from a maximum of 24.4°C.
During the first 62 days of freezing, the upper freezing front progressed slowly to 0.4 m, halting at several depths (Figures 2b and 4) due to the zero-curtain effect above the freezing front. The upper and lower freezing fronts merged at day 62 of freezing, closing the active layer, a typical feature at permafrost sites [Hinkel and Osterkamp, 1994; Osterkamp and Romanovsky, 1997]. Thawing proceeded 68 days until passing the lowest sensor and the temperature at 0.7 m indicated that thawing continued to progress (Figure 4a). The maximum Active Layer Thickness (ALT) found by FD_AHCP simulation (Run2) was 1 m.

At GC from 25 August 2002 to 24 August 2003, subfreezing temperatures at 0.02 m lasted 240 days, thawing temperatures 125 days, with maximum and minimum temperatures of 11.5°C and −15.8°C respectively (Figure 5a). After 40 days of freezing, the upper and lower fronts met at 0.2 m, closing the active layer (Figures 2d and 5). Thawing proceeded 66 days until passing the lowest sensor position, halting occasionally at certain depths (Figure 2a). Thawing proceeded after passing the lowest sensor at 0.4 m, and maximum ALT from FD_AHCP (Run2) is approximately 0.6 m.

At WC_NFS from 20 April 1997 to 19 April 1998, subfreezing temperatures at 0.02 m lasted 203 days, thawing temperatures 163 days, and annual maximum and minimum temperatures were 20.5°C and −4.2°C (Figure 6a). Thawing proceeded for 70 days until the lowest sensor at 1.4 m was passed (Figure 2a). The soil freezing front proceeded slowly, and after 150 days reached its greatest depth of 1.35 m. No near-surface permafrost was found during the model evaluation for WC_NFS (Figures 2f and 6).

For WC_SFS between 20 September 1996 and 19 September 1997, subfreezing temperatures at 0.02 m lasted 218 days, thawing temperatures 147 days, and maximum and minimum temperatures were 12.5°C and −10.5°C (Figure 7a). After 103 days, the freezing front reached a maximum depth of 1.48 m. After 47 thawing days, the profile became frost-free as the upper and lower thawing front met at 1.0 m depth (Figures 2g and 7). No near-surface permafrost was observed during model evaluation for WC_SFS.

### 4.2. Evaluation of Soil Thermal Conductivity Parameterizations

Although the simulated GTFD with the three methods followed the observations (Figure 2), the RMSD (Table 8)
revealed that the De Vries’ parameterization performed best at all sites except the thawing simulation at WC_SFS where the complete Johansen’s parameterization performed slightly better (Figure 2g). Aside from the freezing simulation at WC_SFS (Figure 2h), the complete Johansen’s parameterization performed similarly or better than the commonly used Johansen’s parameterization for both freezing and thawing. Discrepancies of simulated GTFD by the three parameterizations were smaller at the beginning of freezing and thawing compared with their later stages. The largest discrepancies occurred in the later freezing stages of the permafrost sites (Figures 2b and 2c) and in later thawing stages (Figures 2d and 2e).
stage of the WC_SFS site (Figure 2g), when the two freezing or thawing fronts merge.

4.3. Evaluation of Unfrozen Water Parameterizations

The large number of unfrozen water content observations at multiple soil depths and subfreezing temperatures for SC and GC (Figures 1a, 1b, 1c, 1d) enabled the determination of unfrozen soil parameters (Table 5). At WC_SFS and WC_NFS, soil water measurements were absent during most of the freezing periods, and unfrozen water–soil temperature observations were only available from 0 to \(-1^\circ C\) (Figures 1e, 1f, 1g, 1h). Although similar

Figure 6. (a) Observed surface and bottom temperatures during the evaluation period. (b)–(f) Comparisons of observed and simulated thawing and freezing depths at a north-facing slope in Wolf Creek with five algorithms and three sets of model runs.

Figure 7. (a) Observed surface and bottom temperatures during the evaluation period. (b)–(f) Comparisons of observed and simulated thawing and freezing depths at a south-facing slope in Wolf Creek with five algorithms and three sets of model runs.
curves to SC and GC were obtained, their parameters were less reliable, particularly with regards to the predictions beyond the observed subfreezing soil temperature range (−1.0°C). With carefully selected parameters, all three methods followed the same trend of observed unfrozen water variation with subfreezing soil temperature (Figure 1). However, discrepancies occurred in certain temperature ranges. For example, the segmented linear function provided a better fit to the observations at 0.1-m soil depth at SC (Figure 1a), while the other methods gave a better prediction at 0.3 m for GC. GTFD simulated with the three unfrozen water parameterization methods followed similar trends as observations, yet discrepancies did exist in certain periods at several sites (Figure 3). RMSD analysis (Table 9) indicated that the segmented linear function performed better than or the same as the other two methods at the three sites with organic cover (SC, GC and WC_NFS), but not at the mineral soil site (WF_SCS). The other two unfrozen soil parameterization methods exhibited little difference among all sites. The discrepancy in simulated GTFD among the three unfrozen water parameterizations increase as thawing/freezing proceeded to deeper depths (Figure 3), indicating the cumulative effective of their differences.

4.4. Evaluation of the Semiempirical Algorithm ATIA

[32] ATIA is the simplest algorithm with only one model parameter (β) and one input variable (T). Regardless, ATIA provided reasonable estimates of thaw depths at the two permafrost sites even when β values were determined from other seasons (>−1.0°C). With carefully selected parameters, all three methods followed the same trend of observed unfrozen water variation with subfreezing soil temperature (Figure 1). However, discrepancies occurred in certain temperature ranges. For example, the segmented linear function provided a better fit to the observations at 0.1-m soil depth at SC (Figure 1a), while the other methods gave a better prediction at 0.3 m for GC. GTFD simulated with the three unfrozen water parameterization methods followed similar trends as observations, yet discrepancies did exist in certain periods at several sites (Figure 3). RMSD analysis (Table 9) indicated that the segmented linear function performed better than or the same as the other two methods at the three sites with organic cover (SC, GC and WC_NFS), but not at the mineral soil site (WF_SCS). The other two unfrozen soil parameterization methods exhibited little difference among all sites. The discrepancy in simulated GTFD among the three unfrozen water parameterizations increase as thawing/freezing proceeded to deeper depths (Figure 3), indicating the cumulative effective of their differences.

4.5. Evaluation of the Analytical Algorithms HMSA and TDSA

[33] Unlike ATIA, the two analytical algorithms do not require in situ observations of GTFD to calibrate model parameters. However, they require inputs of soil thermal conductivity (K), or other soil physical variables (Table 4) to derive K. Normally, these parameters are basic inputs or simulated variables in most LSMs and hydrological models [e.g., Verseghy, 1991; Cherkauer and Lettenmaier, 1999; Dai et al., 2003; Niu and Yang, 2006]. While HMSA only requires T, as an input, TDSA requires soil temperature at the soil bottom when its two-directional function is enabled (Run1). Unfrozen water content can be parameterized in analytical algorithms, yet only with a constant value for each soil type (θs). The RMSD analysis (Table 10) indicates that simulation of GTFD by HMSA and TDSA were worse than the semiempirical ATIA at most sites with the exception of freezing depths at SC and thawing depths at WC_SFS. When the two-directional function is disabled (Run2), TDSA performs similar to HMSA at almost all sites (c and d in Figures 4–7). With the bottom boundary condition included, TDSA (Run1) did improve GTFD simulations at all sites (d in Figures 4–7), but those improvements were not reflected in Table 10 as the second thawing/freezing fronts were excluded in RMSD analysis. Assuming soil saturation (Run3) caused little difference in the two permafrost sites, yet large errors occurred at the two seasonally frozen sites. Figures 4–7 (c and d) indicate that both analytical algorithms underestimate GTFD, particularly at later thawing/freezing stages.


[34] The additional parameters required by numerical models compared to analytical algorithms (Table 5) allow
detailed soil thermal properties (C and K), and the freezing point depression \( T_f \), a critical parameter for soil thawing and freezing simulation in permafrost soils [Osterkamp, 1987; Osterkamp and Romanovsky, 1997; Torrance and Schellekens, 2006], to be properly considered. The FD_AHCP with best inputs (Run1) provided the best simulations of GTFD among all the algorithms for all the thawing and freezing processes at the four sites (Figures 4–7 and Table 10). With a zero heat flux assumption at 5-m soil depth (Run2), FD_AHCP still performed better or comparable with the other algorithms at all sites except WC_SFS. When soil saturation was assumed (Run3), the results simulated by FD_AHCP were only marginally better than the empirical and analytical algorithms. The performance of FD_DECP was similar to FD_AHCP in most cases, yet its treatment of latent heat during thawing/freezing resulted in more abrupt changes and oscillations in the simulated GTFD (Figures 4e, 6e, and 7e), resulting in occasionally large RMSD (Table 10), particularly when less favorable inputs were supplied (Run2 and Run3).

5. Discussion and Conclusions

[35] With detailed filed observations and carefully designed model configurations, five GTFD simulation algorithms, three soil thermal conductivity parameterizations and three unfrozen water parameterization methods were evaluated for soil with both seasonal frost and permafrost. The following recommendations are made to improve the simulations of soil thawing and freezing processes in current land surface modeling, hydrological modeling and geothermal modeling in permafrost regions.

[36] (1) de Vries’ parameterization (equations (12)–(16)) are recommended as the best method to parameterize the thermal conductivity in permafrost soils. It achieved improved results from the commonly used Johansen’s parameterization (equations (7b), (8a), (9), and (10c)) in both thawing and freezing simulations at all sites. Some modifications of Johansen’s parameterization under a frozen condition and different soil types (equations (7), (8), and (10)) improved the GTFD simulation at the three sites with organic cover, but not the freezing simulation at the mineral soil site (WC_SFS), indicating improvements of their parameters under such conditions is needed.

[37] (2) The three unfrozen water parameterizations with carefully chosen coefficients exhibited little difference in terms of GTFD simulations, although the segmented linear function (equation (19)) performed slightly better at the three sites with organic soils (SC, GC and WC_NFS) while the other two methods (equations (18) and (20)) performed slightly better at the mineral soil site (WC_SFS). Since all the three parameters \( (T_f, T_{w,r} \text{ and } \theta_{w,l}) \) of the segmented linear function have physical meaning, it is the easiest to be parameterized, and therefore recommended when only limited unfrozen water observations are available. The water potential–freezing point depression relation (equation (20)) is a good choice in numerical models with coupled soil temperature and soil water simulations, since its parameters \( \psi_0 \text{ and } b \) can be obtained from the soil water retention curves. Equation (20) can also couple the thermal transfer equation (equation (4)) with water transfer equation (e.g., Richard’s equation) in coupled simulations of soil temperature and moisture regimes. The unfrozen water parameters
(Table 5) derived in this study may provide reference for other modelers with similar site conditions.

(3) Semi-empirical algorithms such as ATIA simulates GTFD reasonably well during thawing periods in permafrost sites or the freezing periods in seasonal frost sites, once the site-calibrated parameter (β) is determined. However, large variation in the β value was found between thawing and freezing, from site to site, and from year to year. Although ATIA serves as a simple tool under equilibrium conditions to quantify the thawing depth in permafrost sites or the freezing depth in seasonal frost sites, it is not recommended to use it in dynamic analyses such as the study of the impacts of climate change.

(4) When driven only by surface forcing and supplied with the best soil moisture inputs and soil texture parameters (HMSA with Run1 and TDSA with Run2), the two analytical algorithms performed only marginally better than the semiempirical algorithm (ATIA). TDSA with both surface and bottom forcing (Run1) improved the GTFD simulations at several sites (Figures 4d, 5d, and 7d), yet their results were still poor compared with those achieved by the numerical algorithms. Unless their original assumptions are met (wet homogenous soil conditions), analytical methods are not recommended for GTFD simulations.

(5) When driven by both surface and bottom temperatures, supplied with observed soil parameters and soil water data, and with optimal model configuration (Run1), numerical algorithms traced observed GTFD evolutions more accurately than the other algorithms at all sites. Even when the observed bottom temperatures were replaced with a simple assumption (zero heat flux at 5-m soil depth), the numerical models, particularly the apparent heat capacity method (FD-AHCP), still achieved comparable results at most sites. However, under the assumption of soil saturation, numerical models failed to perform much better than the semiempirical and analytical algorithms at most sites, indicating accurate representation of soil moisture conditions is critical for numerical GTFD simulations. The AHCP technique in simulating the latent heat consumed (released) during thawing (freezing) performed better and was more stable than the DECP technique conventionally used by many LSMs (e.g., CLASS, Verseghy [1991]; IBIS, Foley et al. [1996]; CLM, Dai et al. [2003]), and should be considered for GTFD simulations.

(6) As demonstrated in many studies [Smerdon and Stieglitz, 2006; Alexeev et al., 2007; Nicolosky et al., 2007; Zhang et al., 2007b], model configuration such as resolutions of time step and soil layers and placement of lower soil boundary are critical for numerical thermal algorithms. The configurations presented in Table 7 are only valid for site conditions and applications specified in this study. When applying to different temporal and spatial scales, or different site conditions, alternate configurations should be applied.

(7) The soil surface temperature (T_s) is the most important input for all GTFD algorithms. Although observed T_s values were used in this study, it is very hard to have directly observed T_s as input in spatial or long term studies. To derive T_s from readily available data set such as air temperature and other surface meteorological or reanalysis data is another important process that requires attention in current land surface and hydrological models. It is important to note that many processes such as snow accumulation and ablation, and the surface energy balance affect the simulation of T_s, which will in turn affect GTFD simulation.

**Notation**

- \( a, c \) empirical coefficients of power function.
- \( b \) shape coefficient of the soil water potential–moisture curve.
- \( C \) volumetric heat capacity, \( \text{J m}^{-3} \text{°C}^{-1} \).
- \( C_{app} \) apparent heat capacity, \( \text{J m}^{-3} \text{°C}^{-1} \).
- \( C_f \) soil heat capacity during frozen state, \( \text{J m}^{-3} \text{°C}^{-1} \).
- \( C_u \) soil heat capacity during unfrozen state, \( \text{J m}^{-3} \text{°C}^{-1} \).
- \( F \) time accumulation of ground surface temperature, d °C.
- \( f_w, f_a, f_i, f_i \) influential factor of liquid water, air, soil solids, or i\( ^{th} \) soil component.
- \( g \) gravitational acceleration, 9.8 m s\(^{-2} \).
- \( g_{e}, g_{e} \) empirical air pore-shape factors.
- \( H_{fs} \) ground surface heat flux, W m\(^{-2} \).
- \( H_{fb} \) bottom heat flux of soil column, W m\(^{-2} \).
- \( i = 1, N \) all the soil components including air, water, ice, organic, and all kinds of minerals.
- \( I_{cov} \) convective transport of heat by water flow, W m\(^{-3} \).
- \( I_{lat} \) latent heat released (consumed) during the phase change of soil moisture, W m\(^{-3} \).
- \( K \) soil thermal conductivity, \( \text{W m}^{-1} \text{°C}^{-1} \).
- \( K_{dry} \) thermal conductivity for dry soil, \( \text{W m}^{-1} \text{°C}^{-1} \).
- \( K_e \) Kersten number.
- \( K_{sat} \) thermal conductivity for saturated soil, \( \text{W m}^{-1} \text{°C}^{-1} \).
- \( K_{ws} \), \( K_{a} \), \( K_{s} \) thermal conductivity of liquid water, air, soil solids, or i\( ^{th} \) soil component, \( \text{W m}^{-1} \text{°C}^{-1} \).
- \( L \) latent heat of fusion, \( 3.34 \times 10^{5} \text{J m}^{-3} \).
- \( t \) time, s.
- \( T, T(z, t) \) soil temperature, °C;
- \( T_b \) soil bottom temperature, °C.
- \( T_{b,ann} \) annual average soil temperature at bottom layer of observation, °C.
- \( T_f \) freezing point temperature, °C.
- \( T_s \) ground surface temperature, °C.
- \( T_{s,ann} \) annual average soil temperature at top layer of observation, °C.
- \( T_{u,i} \) a threshold average when unfrozen water content reaches minimum, °C.
- \( Z \) thawing/freezing depth, m.
- \( z \) soil depth, m.
- \( \beta \) empirical coefficient.
- \( \theta_0 \) soil porosity, m\(^{3} \text{m}^{-3} \).
- \( \theta \) volumetric fraction of total soil moisture, m\(^{3} \text{m}^{-3} \).
- \( \theta_{ann} \) annual average volumetric fraction of total soil moisture, m\(^{3} \text{m}^{-3} \).
- \( \theta_{ws}, \theta_{a}, \theta_{s}, \theta_{i} \) volumetric fraction of liquid water, air, soil solids, or i\( ^{th} \) soil component, m\(^{3} \text{m}^{-3} \).
- \( \theta_{u,i} \) minimum unfrozen water content, m\(^{3} \text{m}^{-3} \).
- \( \rho \) density of ice or water, kg m\(^{-3} \).
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