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Abstract

The use of intuitive heuristics h;; been put furvard as an
explanaiiun for people’'s assessment ot probabilities (Kahneman &
Tversky, 1972, 1973: Tverskv & Kahneman, 1971. 1971). This
phenomenon is seen as robust since "experts" (professional
psychologists) make use of the same heuristics és “novicgs“
(lavpeoplej. despite having “had estensive training 'in
statisties” (Tverskvy &  Kahneman. 1973. p. 1130}). Houwever,
replacing probability calculus with heuristics can lead to
svstematic errors and biases in prﬂbabilisticajudgments. This
studv was designed to investigate the etfects uf statistical
training on huw/<géuple think about prubabilistic judgments.
Subjects’ knowledge base of probabilistic concepts. as detined by
the number of correct ansvwers on the Probabilitv Knovledge
Yuestionnaire. was assessed prior io receiving (or nut) a briel
training session. Immediatelv following training. subjects
cumg"led a Probability Test which é;nsisted ol ten Tversky and
Kahneman (e.g.. 197%) apra«bléms° The tindings suggested that the
training served to make a statistical appruvach to the probability
test problems more salient. It was also vbserved that “novices”,
with training. cnrrécfly solved a signiticantly higher prouportion
of test problems than did “experts” wi*h no training. Finally,
training served to increase subjects”  judgmental accuracy as
weasured by confidence ratings. The training session. which vas
designed to semsitize subjects to some basic probabilistic

concepts, was successful in reducing the use of heuristics.
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Information on why- people use heuristics and their robustness

appears to point to a minimal probability knowledge base.
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Every day, people are called upon to make decisions. and
more specifically predlctlons. concerning the apparent chance of
different events, for exanple.;“hov likely is it that it will
rain tomorrov?", "vhat are "the chances that a particudar student

will do well in gradﬁ;xe school?”, and so forth. Some predictions

are easy to uke: Qers are more difficult. What makes
predictians_ﬁi?ffzﬁlt is the existence >f doubt o uncertainty.
The uncertaintv may stem frnl making prednctxons*w;th dncomplete
information about some future state or event. that is. vegdu not
have enough knovwledge/the proper model (e.g.. uncert;ihtyJabout
the future state of the market. or uncertainty about the weather)
or becavse the information is neither xellable nor unbiased
(e.g.. intormation is out of date. inaccurate, or based on
heresay). Uncertainty may also stem from making predictions when
one is not sure which of several possible outcomes would be
preterablg (e.g.. cheosing among various job offers).

#*

For some predictions. the uncertainty that people feel can

be qqgntgtied and their beliefs concerning the chance of these
events }xpressed in- numerical form as objective probabilities.
The obj;ctive probability of an event is defined as the lilitoﬁf
th; relapive frequency of the event. as the number of réistitions

of the event increases indefinitely. Provided the eveﬂi under

consideration satisfies the characteristics of a random system

(GeBot’ys. personal communication, 1986;). people can objectively
assess the probability of the event occurring so that uncertainty

can -be dg]gi vith in as precise a fashion as possible. Three

.
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crxterxa must be satxsfxed for a system to be random. First. the, "

&

event must be repeatahle under essent:all\ constant“ten&ttxons
(e.g.. se can etauxne a large number of independent reagtttxons
of the event. such as rolling a die or tossing a coin). Second.
the relative Mjrcﬁuency of the event is seen to converge or
approach “a limit as the number of events increadds (i.e.. is
stable). ‘For example. most people know that when the objective
probability of an event occurring is .5. then half the time. on

average, the event will occur. However. fever people realize that

the average may approach 50 percent onl& after thv number of )

events becomes very large. That is. people do not understanaj'

al
relative frqusncx distributions. As an example. Fraser (1987)

conducted an experiment éP which he repeatedly tussed a die

k-

12.800 times. He kept a cont nuous record so that at any stage in
the tossing it vas possible to read off the total nﬁi&gr of 1%
B R v

2's, ... obtained up.unti} that time. As the number of tosses

increased through the smaller values. the proportion of tosses

yielding a given outcome {luctuated quite wideis. For evample. Su

@

vepetitions yielded the folfowing probabilities for pl. p2.

p6 & " 4
pl=.280 p-lm 150
- _;_uge 260 pSt 040
— p3=.120 pb=. 120

e

s .

As the number of tosses increased, these f}uétuatxéns became

smller and ‘“the proportioﬁs seemed ' to .approach a'iq-itv For -

exalﬁie. 12,800 repetitions vielded the folloving probabiiitie&

k)
e
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B
E g
tor pl. p2. .. pb:
pl=.18b
p2=_179
pd=.207

}\

pd=_137
p5=.149
p6= . 142

\ - -
Theé‘ﬁ,third criterion of a random svstem is that the event

must be random or nondeterministic  Although the relative

f requenct of an event approaches
repetitions ol the svstem increases.

formulated which will predic¢t the

[ .
—event Note also that randomness is

=~

a limit as- the pumber of
there 1s no rule that can be
occurrence of an individual

not self-correcting. This is

the gambler s faliacy and reters to the failure to appreciate the

independence o0l some  sequential

events when the objective

probabiiities of these evenls du not depend upon previovs events

having occurred. For example. some roulette plavers Mel that it

is luré probable that the ball will iand on-black after it has

fanded on three successive reds.

cames vith dice) satisfyv these three

Most games of chance (e g .

E]

criteria.

* . Ly
Objective prubabilities mav also be evpressed as odds The

vdds that an event vith objective

probabilits p will occur is

detined ay the rativ p:(i-pw Thus the odds that a 2 appears in

the toss of a die (p2=. 179 from Fraser s evperiment ) is

L 1V9: 821

Hovever. mnot all situatjons
uncertainty satisf{v the criteria of

are pot repeatable. For evample.

vhere people are faced with
3 random system. Many events

ve cannot repeatably put a

%4
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particular student through graduate schoul in urder to determine
the objective probability that he/she will sﬁcvegstullv complet e
the program. Another problem is that otten the number ol
occurrences of an event is not large enough to approach a limit.
or the conditions affecting the event are not controlled and held
constant: in other wvords. the system i3 not random. In these
sitvations. predictions may still be expressed in numerical turm.
but as subjective probabilities or odﬁs The term subjective
probability refers to anv estimate of the probability ui an event

vhen that event is obtained from a svstem which is not random

Subjective and objective probability can alse be cunsidered
trom the perspective ot Bave s Theorem  “Bate s Theorem 1
essentially an  algebraic relationship b.  shich  prior
pruobabilities are revised tn  vies ul additiovnal data to obtain
posterior probabilities” {Weber. 1473, p 13). Ubjective prior
probability refers tu the wobjective pr;babxlutu sl veourrence ol
an event in the 1future given that sume previvus event has

occurred. For evample. consider the conditivnal events tussing a

‘coin and then drawing ;lfinglé coloured ball tiyum an urn. |1 the

cvin is tossed and {; shows heads {(H). then ve 9o tv an H urn
containing 2 {hite ballsriﬂa I blach ball and drav | ball Iy
the coin shovs tails (T). then ve go tJ a T urn containing |
vhite ball and ! black ball an; dras | ball G;ven the cuin shows
B. ve can objectively assess the probability tor draving ¢ black

ball or for draving a vhite ball betore ve actuallf drav & single

bal! from the H urn. The realization of an outcome after

]
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repeatedly tossing the coin and draving from the urns vields
objective posterior prébabilities~ Note‘fhat prior probabilities
do not alwavs have to be vbjective. Baye's Theorem is used in
many situations to revise prior probabilities as additional data
(information) are obtained. The wuse of probakility in many
applications of Bave's Theorem has been criticized by
statisticians vho  adhere to a classical (objective)
interpretation vf probability. that is. objective in the senses
that Lriur probabilities are based on relative frequencies

(Gebotvs. personal communication. 1986).

Subjective probabilities represent a degree of personal
belief about the probabilitv ot an event. Unfortunately. there is
nv vubjective probability against which ome's beliefs can be
compared . Tversky and Kahneman (1974) suggest that “the
subjective assessment of probablliﬁiﬁs resembles Lhé subjective

~

assessment of phvsical quantities such as distance and size" {p.

TTZ3). Although determining the objective probabilities ot
uncertain events (when possible) is an accurate method of dealing
vith uncertaintv. many peuple apparently do not understand or
they tail tu use this methud vhen objective probabilities are
readilv computable (e.g.. Kahneman & Tverskyv. 1972). Aceakding to
Kahneman and Tversky (1972). “this is hardly surprising because
many of the laws of chance are neither intuitively appirent. ner
easy to applv. Less obvious. however, is the fact that the
deviations of subjective from objective pé;bability seem

reliable, svstematic. and difficult to eliminate® (p. 431). What



determines people’'s beliefs about the probability of an event?
Tverskv and hahneman (1974) argue that in a number of situations
ol judguental‘ uncertainty, including intuitive statistical
judgments and categorical predictions {(Kahneman & Tverskv. 1972,
1973). people apparently relv on heuristics to assess
probabilities and predict values (i.e.. theyv replace the laws Qf
chance with heuristics}. A heuristic is a “rule-of-thumb® rapid

torm of reasoning that is assumed to vield reasonable (accurate)

4 ‘P
Al

Some heuristics are highly economical: they can reduce the

estimates. but quite often dues not.

amount ol time and effort nurmally required to make predictions
uwnder conditions uof uncertainty A research finding pussible
related tu the use of heuristics is that pevple are 11I1E9d n
their rapacity to process information in short-term memory. This
brief memory usually lasts under halt a minute and the capacity
tv process intormation in short-term memurw is usually limited tu

about seven items of inturmatiuvn. give or take two (Miller.

1956 ). Some people write lists or diagram problems to cope with

their limited processing capacity Uthers prefer to work wilh &
minimum of intormation (hogan & Wwallach. cited in DubBois.

Alverson. & aStalev. 1979) and are willing to move that

' information through the processing svstem quickly rather than

thoroughly. Because time and etfurt are involved in acquiring
information and because evidence indicates that the resources in

K v
short-term memory are limited. it mav be more practical to use

heuristics to make predictivns under conditions of uncertainty.

- ¥,



People's reliance on heuristics has been regarded by some as a
form of satisficing, that is. heuristics are used as
cost-effective inferential shortcuts (é.g‘. Nisbett & Rosse
1980). However, heufistics often lead to systematic errors and
biases in judgments. Heuristics “are less than perfectly
correlated (if. indeed. at all) vith the variables that actually

determine the event's probability" (Bar-Hillel. 1982, p. 69).
Representativeness .

One heuristic that is used to assign probability is that of
representativeness (Kahneman & Tversky. 1972: Tverskv & Kahneman.
1974). Kahneman and Tversky (1972) propose that people use the
representativeness heuristic to judge. for example. how probable
it is that a persom is a member of a particular categerg. They
infer that this is done by assessing the similarity. in terms ot
essential teatures (characteristics). of the person tuv the
rategury based on tue information available about the person and
their Knowledge of the category. The perceived sinilarify
(indeed. it is a real increase in similarity) betveen the person
and the categorv will inecrease vwith an inecrease in coummon
teatures. Thev also propose that the %epre§énfativeness
heuristic mav be wused to judge how probable it is that an event
originated from a given process. For example, could the sequence
of coin tosses H H H H have occurred randomly? Thev suggest that
this is done by assessing whether the event (H H H H) is seen to

“reflect the properties of the uncertain process (randomness) by

L)
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vhich it is generated" (Kahneman & Tversky. 1972. p. 434).

q
Although nu general defimicion is available (it is an
on-guing area of research). representativeness can be assessed
empirically, for example, by asking people té specify the level

of similarity of an event(s) to a stahdard or to raie hov much- —

the event(s) reflects a given process. The conéept of
%

representativeness appears to be closely related to the concept
of typicality (Rosch, 1975) Afcnrdiné to Rosch (i975). some
cafegory members are seen as more typical of the category (better
exemplars) than others. The most typical member of a category is
cralled the prototyvpe. The prutotypeAdOes not have te be an actual

exemplar but in some sense is an average ul the most commun

properties of all exemplars in the category. It mav be

- _ﬁj‘;g

abg}fﬁcted from experience;er it mav be empirically determipﬁqwbx
rating the degree to which various categoury members ure é\é;pl&rv
(i.e.. typical) of the categorv (e.g.. using a IU-point ratine
scale where a rating of 1 denotes a yood example and a rating vt
10 a puor exihple). Rusch and Merviy (1975) haﬁf shown that the
prototypical member uf a category is "better learned. recalled.
and recognized than  other members of the category. The
representativeness judgméyt. like tvpicality judgments. is also
based priﬁarily on the notion of similarity ur resemblance (e.g..
how much a person looks and acis like a member ot the category).

7
{
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For example. consider an individual who has been described

as follovws: v

Steve is very shy and withdrawn, invariably helptul, but with
little interest in people or in the vorld of reality. A meek and
tidy soul, he has a need for order and structure, and a passion
for detail (Tversky & Kahneman, 1974, p. 1124).

Suppose you vere asked to assess the probabilitv that Steve is
engaged in a particular occupation. Is he a farmer. salesman.
airline pilot. librarian. or physician? Without adequate
infurmation about the frequencies with which the various
occupations occur and personality characteristics of the people
in these diffefent woccupations. one could use the
representativeness heuristic to order these occupations from most

to least likely. That is. une estimates the extent to vhich Steve

“is representative of. or similar to. the average or prototvpical

person in each of these occupations. based on our assessment of .

the members of each occupation. In the preseat case. the
description of Steve is probably representativé:af. or similar
to. our stereotype of a librarian and’the subjective probability
that Steve is a librarian is judged to be high. On the other
hand. the description of Steve is not reﬂresentative of . or
similar to. our stereotype of a farmer. salesman. airline pilot.
or physician and the subjective probability that Steve is engaged

in any one of these occupations is judged to be low.
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Base Raté Information

For another illustration of judgment bv representativeness,

consider an individual who has been deseribed as tollovs:

Jack is a 45-vear-old man. He is married and has four children.
He is generally conservative, careful. and ambitious. He shovs ne
interest in political and social issues and spends most of his
free time on his many hobbies which include home carpentrv.
g:ig?ng. and mathematical puzzles (Kahneman & Tverskv. 1973, p.
Kahneman and Tversky (1973) told subjects (Israeli high schoul
students)_that fhe above description was randumly selected frum a
set of 100 descriptions of which 70 were uf lawvers (engineers).
while BU_xgre‘ J} engineers ({lawyers). Subjects were ashed to
predict the probability that the above description and tuvur other
descriptions were of a lawver (engineer): The prubabilitp that
Jack is vne of the 3U {7U) engineers (lawvers) in the sample ot
1ov is ____%. The results indicated that subjects disregarded the
privr probabilities (7U-30) and apparently predicted that Jack
was an engineer in buth the high-engineer (7U-3U) and
low-engineer (30-70) groups (producing essentially the  <ame
probability judpmenis) because the description of gaik was
representative ui. or similar tu. the attributesk;LhaLw,one
stergptypically associates wigh engineers. Subjects did not
compute objective probabilities for each description nor did they
applv a Bavesian argument. Kahneman and Tversky (1973) councluded
that since pfior probabilities do not influence similarity under

the above conditions, they are disregarded vhenever the
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representativeness heuristic is used. It may be that the
subjects’  subjective <stereotypes ” overrode the statistical
properties, that is, subjects had both base rates and stereotypes
and decided that the subjective stereotypes were more reliable or
better predictors. Kahneman and Tversky (1973) inferred that
subjects relied on comparing the features of the target. based on
the description, vith a‘set of features typically associated with
their personal stereﬂtypés of lawyers and engineers and predicted
the outé;ne of which the target was most representative.
Hovever. Kahneman and Tversky's (1973) suggestion that subjects’
judgments Qere controlled by the similarity of the description to
their stereotvpes is an interence based on the data. Kahneman
and Tversky (1973) did not ask subjectsv vhat determined their
‘beliefs (i.e.. hov they arrived at their probability estimates).
Post-experimental interviews were not conducted to determine what

strategfés subjects had used to assign probabilities to the

descriptions.

=

Carroll and Siegler (1977) suggest, that perhaps Kahneman and
Tversky's (1973) subjeftgﬁvviewed the Categ0r§ base rates as
relevant but had difficulty draving a direct mplicatien from
them. Given that there was not a diref£ correspondence between
the 70-30 division in the population and hov the sample of 5
target case descriptions in“Kahnelan and Tverskv's (1973) study
could be divided., subjects could not attempt td‘probability match
(tﬁése figures did not afford a direct translation iﬁto a 7-3

partition for the 5 member sample) and, as a result, subjects

.
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decided to ignore the base rate information. If this wvas the
case. it is possible tha{ subjects did not know how to applﬂy;
‘ simple probability concepts. However. the ease with vhich a base
rate may be applied to a prediction task may affect Subjects’ use
of the information. This could be tested by having(gubjects
predict the occupations of 10 individuals sanpledf’iml a
- population of 100 vith a 70-30 base rate. therebv allowing for a
direct translation into a 7-3 partition for the 10 member sample.

There is some evidence that predictions are influenced by the

translatability of the base rates (Carroll & Siegler. 1977,

é} Experiment 2). Hovever. the use of translatable base rates may be

limited to situations in which uninformative personality
descriptions (void of stereotypic content) are used (Carrell &

Siegler. 1977. Experiment 3). -

When subjects in the Kahneman and Tversky (1973} studv were
given no:»inja‘r:ation whatsoever abeut the individual chosen at
randq_n from the salp;e (null description), they correctly used
the ﬁe rates and made vervy accurate prvedictianzxy It subjects
did not have some understanding of prubability calculus. they
vould not be able to do a “better® job of assigning prubabilities
;u the null “description. This result wggésts that when base
rates are the only information available. subjects will drav on
them as a basis for their interences. Otherwise. subjects appear
to be highly responsive to the personality descriptions and

consequently do not use a Bavesian or classical application o;\

probability. This finding lends some support to Kahneman and
~

~

™~

: ~__
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Tversky's  (1973) suggestion that subjects' judgments were
controlled by the degree to which the descriptions appeared
representative of their stereotwvpes. If wve accept this
interpretation, it 1is possible that the base rates in the first
experiment were discrepant vith subjects' expectations aroused by
the target case descriptions. In other vords, the personality
characteristics of the target cases biased the subjects’
predictions and their siﬁlari v-based judgments overrode the
base rate information. Cohen (1951) has shown that occupational
categories can bias memory tovard consistent a’ttrifmtes. that is.
people tend to remember characteristics when they confirm a
:;t:erel}typm Thus. when subjects were asked to estimate the
prohab;lit}" that Jack was one. of the \“31 (70) engineers in the
sample. thev remembered that he showed ;ﬁ& interest in political
and social issues and liked mathematical puzzles and this
intormation overrode theA base rate information. An evperiment
could be designed to determine vhether subjects can correct these

errors by telling them the hypothesized cause of the errors. For

- example. if subjects are told to try not to let their judgments _

o

be biased bv their stereotypes because it can lead to errors.
then they might use the base rate ' information. However. it may
not be easy ?0 convince -subjects to put aside their stereotypes.
An alternative would be to just clearl® explain to subjects the

rules of probability calculus.

When Kahnesan and Tversky (1973) introduced a personality

description vhich vas uninformative vith regard to profession.

8

®

£
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subjects disregarded the base rates and predicted that the target
vas equally likely to be a lavver or engineer (0.5). The

description read as follovs:

Dick is a 30-year-old man. He is married vith no children. A man
of high ability and high motivation. he promises to be quite
successful in his {field. He is well liked by-his colleagues
(Kahneman & Tversky. 1973, p.c%42)b

A
Hﬁén there  was no stereotvpic content in the description.
subjecis may have found the informativn did not match their
stereotypes of either occupation. and subsequently ignored the

basg rate information in favour of a 5U-50 chance prediction.

In another experiment. Kahneman and Tvérsky (1972) pave
subjects a list of nine areas of graduate specialization and
asked subjects to estimate the percentage of studentshiﬁﬁbare now
enrolled in each. The subjects estimated that three times as many
students vere enrolled in the humanities and education than were

enrolled in computer science. Then. an _jgdependent group ol

subjects read the folloving description: /

Tom % is of high intelligence., although lacking in true
creativity. He has a need for order and clarity. and for neat and
tidv svstems in which every detail finds its appropriate place.
Bis writing is rather dull and mechanical. occasionaliy enlivened
by somewhat corny purs and flashes of imagination of the sci-fi
type. He has a strong drive for competence. He seems to have
little feel and sympathy for other people and does not enjoy
interacting with others. Self-centered. he none-the-less has a
deep moral sense (Kahneman & Tversky. 1973. p. 238).

Subjects were asked to orank the nine areas in terms of how

similar Tom W. is to the typical graduate student in each of the

v <4
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nine areas (a ranking of lf ated high similarity and a
raﬂking of 10 lov similarity). Subjects ranked Tom W. as auch
more sx?zlas to m’wpxcal graduate student of domputer scxencb
(-eanffsxlnlarxtyz 5&1) than to the typical graduate student of
humanities and education (mean similarity= 7.2) although they
vere surely avare of the fact that théreripe many more graduate
studénts in the latter area. This result suggests tht@ subjecis

made their ?redictioné by judging the -;inilarity of thg
r‘iescription to their stereotype of the tvpical graﬁuate stude:t
in each area. The data indicate thag,”for this problelvag least.

subjects used toe represent;tivene;é/ heuristic.

7 [

A considerable amount yf research suggests that prior
probabilities or base rate /’i;lforution are ignored not only vhen
-akinﬁ categorv membership predicti:)ns (e.gt"fr. Kahneﬁn & Tversky .

1972. 19;7’3), but also vhen making ’ judgments such as behavioural
x'predicti9ns (e.g.. Nisbett & Borgida. 1975) and causal
attributions (e.g.. Nisbett. Borgida. Crandall. & Reed. 19")‘6)‘,
NisbettJ and Borgida (1975) described to subjects the procedure‘
sections: of tvo conditions of two&*eviously conducted psvchology
experiments: the high fear condition of a shock tolerance Stl;ﬂf-"
(msiaett & GSchacter. 1966) and the emergency condit‘;‘,&ﬂ of a
)J_t?vstander ‘intervention study (Darley & \Latane‘s 196”8‘)° Some
;"ubjec]/ts were told about the actual distribution of behaviour in
the experiments (base rat”es)e The base rates indicated that most
of the participmt; in }he shock study tolerated a high intensit¥y
of shock and that modt of the participants in the helping study
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helped only after a long delay or;gid nbt hedp at all. Suhjecggn' -

wvere asked to predict hov target persons described as actual

v subjects in the experiments had behaved. diriérenthgéonpfof

subjects vas asked to e base Vratesg~iﬁ the tvo
experiments. The results indicated that knowledge of - the

distribugion of behaviour in the actual ewvperiments did not

" influence subjects’ predictions about the béhaviﬁur'of’target

persons. Subjects did not use the base rate inforsation to ‘make

their predjctions: rather  they predicted target persons would®

tolerate a moderate intensity of shosk and vould almest alvavs

help. The guesses made about the base rates by subjects lacking
knoviedge of the actual distribution of behaviour in the twu

experiments vere highly similar to the subjects’ predictions

about ‘the behaviour -of tﬁé*'target persons. = Thus. sublects '

ignored base yates for behaviour just- as Kahneman and Tvef:ks s

" {1973) ! subjects had uuignnred base rates for catepuiical

-

predictions. 3

&

y
i

Nisbett and Borgida (1975) spel%lated that Sase rates. like

other kinds of ustatist}eal data. are “remote. pallid. vané
~-abstract”® vhcreasxtarget case iRTOfl?tl;n is “vivid, sdalient and
concrete.” According to Nisbett and Borgida (1975). *vivid,
salient qng concrete” information is more }3kel} to generate
inferences because of the likelihood that such infor;atian“vii{
call up “scripts” involving sil{lar information. The inference

then proceeds along the lines of tﬂé previously existing script.

-*Remote. pallid and abstract” information is likely “less rich in
= - P i

Sy
o

&

ES

¢

w2



¢ E,

-

17
@ [

p«)tenti§l connections to the associative network by which scripts
can be reached” (Nisbett et al.. 1976, p. 25). In other vords.
subsequent prubabil ity judgments are guided bv the contents of
scripts. Access to scripts may be more readily achieved if the
infgrution tha: calls to mind a particular script is “vivid.
salient and concrete” {descriptive) ratﬁ“er than “remote. pallid
and abstract” (statistical). An alternative explanation may be
that people simply do noi knov vhen and. in sany instances. hov
tu use probability calculus vhen making predictions Kahneman and
VTverskv‘s {1973%3) explanation for subjects’ tairlure to be
intluenced by base rate information appears to center on the 1dea

thae peuple use heuristics 1n manv situations .

}

Ajzen (1977) propesed that people i&nore base rates in
tavout ol descriptive information (e.g.. personality

descriptions) vhen base rates have no intuitive causal meaniag.
but  that peopleu vill be intluenced bv base rates enly “to the
extent that thév find it possible to incorporate the information
vithin their intuitive theories of cause and effect® (Ajzen.
CW9970 p 32y ln ’other wvords. people will utilize information
suppl‘ied b baée rates onlv to the extent that thev explain vhv a
particular event is -or; likely to vield one cutcome rather than
another. Ajzen (1977) termed this the causality heuristic
although it is a -i;use of the term causality from the standpoint
of Etalisllfs (Gebotyvs, personal communication., 1986). Ajzen

(1957) preposes that people often relv on their intuitive
“

understanding of the factors that thev perceive to cause an
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vutcome ond they wuse iy information tor the purposes uf
prediction vhile disregarding the base raiF“Eipqulatiun In vne
experiment (Experiment 1). the subjects’ task was tuv predict the
grade point average of 10 hvpothetical students from 2 cues - one
that vas intuitivg}y causal (IQ or studv time) and one that vas
not (income or gﬁgt;;%exﬁfrOl campus). In addition. subjects wvere
told that each cue had either a strong or veak statistical
relation to the criterion as deline?ﬁbv the mean prade puint
average ol students due to the intluence ul each of the cues The
information concerning each cue wvas presented tu subjects as
summary data oprior te the elicitation of predictions The
r§5u1t9 indicated that wvhether a cue prouvided 1ntuitivelw causél
or noncausal infurmation had a“ protound etfect un subjecty”
predictions {subjects wvere more inlluenced bt  causal and <trong
cues than . noncausal and veak cues). The perceived causal
signiticance of the information had a greater influence on
'Eﬁbjects predictions than did ity statistical relativn te the
criterivon (strong/weak). In fact. the vcausal vcue was piven
greater weight thap the nqnfausal cue  even when the statistical
relation beff%en the causal rue and the «riterion vas weuk shile
the relation between the noncausal vcue and the rriteriun vas
strong. For evample. when Id vas a weak predictor an3~dislance
vas strong. the mean wveight ygiven to IU was sipnificantly higher
than the mean wveight given tu distance [t is pussivle that
Ajzen's (1977) subjects ignored the infurmation provided by the

relation betveen the cue and the criterion simply because thev
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did not believe it.

According to Ajzen {1977). the population base rates used by
Kahneman and Tversky {1973} provided little, if anv. intuitively
causal information. That is, the proportion of engineers and
lavvers in the sample "did not cause any member of the sample to
become an engineer or a lavyer. nor did it provide information
about any other factor that might be viewved as having a causal
effect on a person’s protessional choice® (Ajzen. 1977. p. 304).
Hovever. the descriptions provided information ; (intuitive
scripts) describing personality traits. interests. motivation.
and abilitv vhich tavoured either the lawver. the engineer. or
neither profession. Perhaps the intormation about the
personality of the individual mav be seem as intuitivelwv.
causally related to profession. as Kahneiﬁn and Tversky {1973)
suggest . because it was consistent with subjects” stereotvpes of
engineers and lavyergﬂﬁf. as Nisbett and Borgida (19%5) suggest .

because the information called up scripts involving similar

b

information. .

Gina;ar and Trope (198U) tested the hypothesis that base
rates w{ll be used tu the extent that the diagnostic usefulness
(relevance) of the descriptive intormation is diminished or made
less related to the judgment task. Using the engineer-lawver
problem  (Kahneman & Tverskv. 1973). they addea to the
descriptions a fev characteristics vith implications for

membership in the occupational categories. ithat conflicted with
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the other «characteristics in the description and that should
lover one’'s certaiﬁty that the target person is a lawver
(engineer). This -was done by rombinfng characteristics from
Kahnesian and Tverskyv's (1973) engineer descriptiowi with
characteristics from their lawyer description. A pretest
indicated that these two kinds of characteristics had opposite
implications for each profession. The inconsistent information
condition read as tollovs:

Dan is a 15-year-old man. He is married and has tour children. He
is generally conservative. caretul. ambitivus. competitive. and
argumentative. He is interested 1n political and social issues
and spends most of his free time on his many hubbies which

include home carpentrv. sailing. and mathematical puzzles
(Ginosar & Trope., 1980. p. 233)

Ginosar and Trope (1980) alsu included the description
constructed by Kahneman and Tverskv tu be representutive‘ul a
,gﬁ@tothic engineer (cunsistent intormation conditivn) and the
descript ion constructed bv  Kahneman and Tverskv tu be
uninformative or unrelated tv the target persun’s protession
(unrelated = information condition). Subjects assessed the
probabilit of a target person belunging to either vl the outcome
categories (lawver-engineer) on the basis ot category base rate
level (70-30. 50-50. or 30-70) and the descriptive inturmativn
ahoﬁg5 the target person. When Ginosar and Trope *(1Y80)
lanipﬁlated the intormation in the descriptions so that it was
less related to the judgment task (inconsistent _and unrelated

information conditions). subjects ignored the information in the

descriptions and used the base rate information. In the
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consistent information condition, the judged probabilities were

similar under the various base rate levels and higher than they
were for the other conditions. Thus. ;?en the descriptive
information was diagnostic of the outcoﬁq categorjes (i.e.,
representative of a prototypic engineersﬁ the base rate
information was disregarded. The finding that subjects
incorporated base rate information into their judgments in the
unrelated (nondiagnostic) information condition contradicts
Kahneman and Tverskyv's (1973) finding: median estimates were 50%
in both the high- and low-engineer groups under similar
conditions. Still other studies bave obtained intermediate
results where the base rate was-not ignored but rather diluted by
nondiagnustic evidence (e.g.. Manis, Dovalina. Avis. & Cardoze.
1Y80). Ginosar and Trope (1980) concluded that “"where the actual
description of a target person is ambiguous with regard tov the
categurization in question. people will abandon the simple.
appealing strategy of exclusive reliance upon individuating
information” (p. 240) and will incorporate base rates intu their
judgments. According to Ginosar and Trope (1980). it appears that
subjects preferred to base their jadgmeﬁts on personality
descriptions when the information in the descriptions was highly
diagnostic ﬂﬁt vhen the information was nondiagnostic, attention
shitted to alternative. perhaps less preferred information (e.g..
base rate information). This interpretation is similar to the one

offered by Nisbett and Borgida (1975).

The results of studies bv S!gford (1961) and Robinson (1964)
¥

Q?



22

showed that subjects’ estimatgs of probqbilities could be close

to the true( propcrtionév under certain conditions (e.g..

estimating the number ot horizontal bars in matrices composed of

horizontal and vertical bars in varying proportions). These

findings suggest that when subjects uake‘brobability estitates\\\\\\
based on a visual 1nspect10n of a total and well delineated
population (wéll delineated in the sense that there are no
stereotypes associated vith populatiﬂn members ). their estimates
are accurate and unbiésed. One obvious way in which these studies
differed from the above experiments is that subjects’ estimates
were based on a visual display of the instances. A visual
displav of the base rates may have improved subjects' perfurmance
in the K§hpgman and Tversky (1973) engineer-lawver studv. Tou test
this notion. half of the subjects could be given a picture of 70
(30) harfigbatted engineers and 3U (70) briefcase carrving lawvers
along with the personality descriptions. 1t is pussible that
being able tu see all the instances (10U engineers and lawiers by
base rate level) and being able tov have the displav in tront ol
~ them when making their predictions might cue subjects tu use the

base rates when making their judements.

Another possible way to  inform  peuple abuout the
applicabilityv of base rates might be to give them the base rates
- in several ditferent wavs. Changing the base rates may be an
important manipulation. Base rates have been changed betveen
subjects in ,several studies (e.g.. Kahneman & Tversky. 1973:

Ginosar & Trope. 1980). Qhanéing base rates within subjects might
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affect one's probability judgments. An alternative would be to
just clearly explain to subjects the rules of probability

calculus. R
Sample Size

Another factor tha% people often ignore in judgments of
representativeness is sample size. If we take random samples from
a population, the larger the sample the more_likely it is to be
representative of the population from which it was taken.
However. a number of studies have shown that people tend to
overlook (or do not knov) the priﬁciple that as the size of the
sample increases the sample variance decreases. People tend to
react to large and small samples in the same wav. that is. as if
any sample truly represents the populatieﬁ. According to Tversky
and Kahneman (1Y74). people do not have valid intuitions
correspéﬁding to the impact of sample size on sampling variance.
For example. Borgida and Nisbett (1977) found that subjects
(tirst vear psychology students) were gquite willing to take a
college course on the recommendation of one or two people without
troubling vyhelselves to seek out larger samples (e.p.. mean
course evaluations) when these larger samples were readily
available. Indeed. when subjects were given mean cougse
evaluations. this information had little impact on course choices
vhereas the brief face-to-face comments of 2 or 3 undergraduates
bad a substantial impact. This finding suggests that the opinion

of a single. perhaps highly atypical individual may be taken as
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}\
quite indicative or representative of opiniens in general.

!
Alternatively. it the person is seen as similar to the subject.
the subject may decide that this one opinion is the best piece of
information on which he/she should make a judgment. According to
the representativeness heuristic, Tversky and Kahneman (1971)

propose that “people believe samples to be very similar to one

\ another and to the population from which thev are drawn" (p.

106). Kahneman and Tversky argue that the role of sample size
will be ignored owing to the applicativn of a general heuristic,

namely representativeness.

Tverskv and Kahneman (1974) have shown that subjecty tail to
appreciate the impact of sample size on  sampling variance even
when it was emphasized in the furmulation wof the problem.
Consider the fullowing yuestion pused by Tverskv and Kahneman

(1974}):

A certain town is served by twu hospitals. In the larger hospital
about 45 babies are bourn each day. and in the smaller huspital
about 15 babies are born each dav. As you Know. about 50 percent
of all babies are bovs. Huvever. the esact. percentage varies frum
dav to dav. Sometimes it mav be higher than 50 percent, sometimes
lower.

For a period vuf one vear, each hospital recorded the davs un
wvhich more than 60 percent of the babies burn were buys. Which
hospital du vou think recorded more such days?

a) ghe larger hospital
b) the smaller hospital -
¢) about the same (that is, within 5% of each other)
(Tversky & Kahneman. 1973, p. 1125).
. E |

The correct answer is that an extreme outcome is more likely to

occur in the smaller hospital, because theA_puﬁcone in a larger

s 4
il
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hospital is less likely to strav fr0§¢750 percent. Subjects
apparently were not aware of\.thevrole of sampling variance. Most
of the subjects (56%) judged the probability of obtaining more
than 60 percent boys to be the same in both the large and small
hospitals, "presumably because these ~events ére described bv the
same statistic and are therefore equally representative of the
general population” (Tversky & Kahneman, 1974, p. 1125). Perhaps
if subjects were given information about the impact of sample-
size on sampling variance. they would be able to correctly apply
the basic principles involved in the law of large numbers to this

problem. [

However. Tversky and Kahneman (1971) have shuwng that

experienced research psychologists, who are supposed tov have  "had

“extensive tfaining in statistics®” (Tversky & Kahneman. 1974. p.

1130) also have a tendency to regard randomlv drawn small sample.
as highlv representative of the population. Tversk: und Kahneman
(1971) asked professional psvcholugists tu respond tu a
questionnaire concerning research decisions at a meeting ot the
American Psychological Association. Ther found that evperienced
researchers are also prone to the same biases as untrained
subjects. That is. although they avoided elementary errors (e.p..
the gambler's failacy). they displaved a tendency to put too much
faith in the results of small samples and overesti;;ted the
réglicability of such results. According to Tverskv and Kahneman

(1971). people's intuitions about random events are wrong in

fundamental respects. Further, “these intuitions are shared by
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naive subjects and by trained scientists: and...are applied vith
unfortunate consequences in the course of scientitic engquirv® (p.
105).

Tversky and Kahneman (1974) have also reported a similar
insensitivity to sample size in subjects' judgments of posterijor
probability (see page 4). Consider the following problem:

Imagine an urn filled with balls. of which two thirds are of one
coluvur and one third of another. One individual has drawn 5 balls
from the urn., and found that 4 vere red and 1 vas white. Anether
individual has drawn 20 balls and found that 12 were red and ¥
vere white. Which of the twvo individuals should feel more
confident that the wurn contains two thirds red balls and one
third white balls. rather than the opposite? What odds should
earh individual give? (Tverskv & Kahneman. 1974. p. 1125).

The correct posterior’odds for this problem are 8 tv | for the
4:1 sample and 16 to 1 tor the 128 sample. Tverskv and Kahneman
(1974) found that most people teel that the tirst sample provides

much stronger, evidence tor the hvputhesis that the wuarn is
\

predominantly red. becﬁhxg\ige proportion of red balls 1y larger
in the tirst than in the setond sample. Thus. even though 4 out
ot 5 lovks like hetter odds than 12 cut of 20. the I vut of 20
1y the mure vreliable indicator. Large samples. randomlv drawn
from the populativn. have smaller variance (deviant sample
percentages are more likely to woccur in small samples than in

farge samples), Consequently. estimatesgderived trom a large

sample are more reliable.
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Illusion of Validity

Judgeents made on the basis of representativeness may also

3

shov an insensftivity to validity or predictive value. There are
situations in which people appear insensitive to tﬂe relevance or
quality of the information as a predictor of some outcome. For
example. is the information accurate and fully r;liable or out of
date. inaccurate and based on heresav? In the Tom W. study by
Kahneman and Tverskv (1973). the more the description of Tom W.

matched the subjects’ stereotvpe of a graduvate student of

- computer science. the higher was the subjects’ confidence in

their prediction. This gives the illusion of validity in the
prediction even though subjécts may have been avare of factors
that should have limited the accuracy of their predictions and
also their confidence. An independent group of subjects in the
Tom W. studv read the description of Tom W. (see page 11) along
vith the folleving intormation:

The preceding personality sketch of Tom W. was vritten during
Tom's senior vear in high school by a psychologist. on the basis
of projective tests. Tom W. is currently a graduate student
(Kahneman &‘Tversky. 1973, p. 239).

G
Subjects in this group predicted which area of specialization fom

V. wvas likely to be studving and then evaluated the predictivé™
accuracy of projective tests. Subjects expressed little taith in
the predictive value of projective tests (vhicli provided the
basis for the description of Tom W.). Hovever, using the

representativeness heuristic. they overvhelmingly (95%) predicted
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that Tom W. was more likely to be studving computer science than
e
humanities and education. Subjects obviously overlooked the point
A
that people probably change rapidly folloving high school. so

there was little reason to have trusted the desqription nov that

" Tom W. is in graduate -school: the description of his personality

"may no longer be accurate (Kahneman & Tversky. 1973).
< <{\
... Misconceptions about Regression

Regression to ‘the mean i$ & phenomenon that 1s puorly
understood bv most people. Extreme outcomes. either high or lov.
are usually not folloéed by similar extreme uutcones: For
example. juppose a group of students has written tvo equivalent

versions of a test. If one selects ten students from among those

-l =

vho did best (wvorst) on one of the tvo versions. it will usual Iv

1
J

be tound that their performance on the second version is not
’dujté'as high (low). Kahneman and Tversky {1973) suggest that “a
lajér source of difficulty is that regression effects tvpically
violate the intuition that the predicted vutcome should be
maximally representative ol the input inlormation” (p. 25U).
That is. people evpect the initial high (low) performance of a
student selected for consideration because of his test score to
be representative ot all future periormances. People reasoning
according to statistical principles should be reluctant to base
inferences on samples vielding values that could be presumed to
be extreme. Hovever. these nonregressive intuitions persist in

spite of the potential influence of random factors that can
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affect performance either fivourably (e.g.. student had studied

the same examples as appeared on a test) or adversely (e.g..

_student had trouble  sfeeping the night before). Kahneman and

Tversiy (1973) believe that people do not expect regression ié

wl

many situations in vhich it occurs.
é £ -~
However, som studies . have shovn ‘that under some

circumstances people can be induced to make more conservative or
regressive inferences (e.g.. Nisbett. Zukier. & Lemlev. 1981:
Zukier, 1982). Zukier (1982) ashed subjects to estimate the

grade point average of fellov students about wvhom thev had read

—

brief descriptions. The desériptions contained information
predictive of an extreme grade point average onlv or. in
addition, contained irregevant information such as the iact/that
the student Crives a Honéa. alvays wears plaid shirts. and so eon.
It was found that wvhen highly preaictive information vas diluted
vith irrelevant information., predictions become more regressive
or conservative. In othe; vords, information that is“irrelev;nt
may dilute the refation betveen a predictor and a eriterion. This
result is similar to the tindings of - Ginosar and Trope (1979):
When information was nondiagnostic (irrelevant). subjects
incorporated the base rate information 1inte their judgments.

Zukier found that irrelevant inﬂgntian° in the absence of base

rates. diluted the information that was highly predictive of a

high grade point average and. as a result. subjects® predictions -

became more regressive.

4
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Nisconceptions abeut Chance

_Misconceptions about randomne.s have been ‘shovk to bias-

judgments by representat;veneSS.' Peoplql tend to viev random

events as unpredictabie and fair. but at the same tini they have

quite vell developed ideas about vhat chance events ought to lcék/y

()
-

like.  For example, & éequence of cotu tosses that contains anj

obvious reguf;rity such as H HT TuH WTT is not considered
representative of a fandon process vhereas an irreqular sequence
ot coin tosses suchas H THHT Ul THis seen to reflect the
.randomness of the process {e.g.. Kahneman & Tverskv. 5972),‘ ﬁheﬁ
* asxked to judge which seﬁuente is move likelv to occur. people
vill erroneously pick the irregular sequence. because 1t looks
random. According to Kahneman and Tversky {1972). in determining
apparent randomness. people espect irregular sequences and fucal
reprexentati@eﬁess {1.¢.. even short sSequences of coin tosses
should include about the same number of heads and tuils) and
their presence contributes to the repfesentativenesg af
randomness. Hovever. as alreadv noted. for a process to be
considered truly randown. it must salisfy the.frltif:a of a random
svstem (see page 2). iIn fact the repular sequence in the atwve
example is statistically just das  likelv to octeur.  The
probability of a head or tail on anv single coin toss is 172 The
probability utv getting tvo heads 1in  succession iy (1/2)
(1/2)=174. Ve can multiply the twe probabilities 1in this case
because they are statistically independent of each other. That

Lw, . ,
is. vherher a head or tail is throvn on anv toss does not affect

H
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the probability ot throving a head or tail on the subsequent
tose Thus, the probability of getting tvo heads folloved by a
tail is (1/72) (1723 (1/2). and of (HHT THH TT) is (1/2)
(1/72) (1/2) (1/2) (142) (1/72) (4i2) (1/2)=1/256.  Further, the
probability a? the sequence (H TH HT HTH) is (1/2) (1/2)
(172) (1/2) (i/2)y  (112) (1/72) (1/2)=1/25. Indeed, the

proubability of any sequence vl eipht heads amd/or tails is 1/256,

assuming a tair coin. .

Much of the evidence regarding heuristics comes !rom the
numerous demonstrations (many cited in this thesis) that., i1n a
vide rappe of judgmental situativns. people s probabilistic
judgments frequentlv deviate {rom ubjectivelv correct solutions
in o manner that i1s consistent vith heuristics {e ¢g.. Kahneman &
Tversky. 19731 Hovever. Olson {1976) has reported some apparent
violatiuns ol the representativeness heuristic in people’s
judements ol probability. Olsen (14976} investigated the specitic
nature of the observed biaséshin judgment s x‘*epurted bv Eahneman
and Tversky {1972. 1973, Tverskv & Kahneman. 197{. 1973) 1in order
to “determine the factors that make particular task and probles
characteristics the salient ones with respect to which
representativeness 15 judged” (p. 608) It vas tound that. in
some contexts., these biases deviated sharply from the obvious
pré{ijtions of the representativeness heuristic. Olson (1976,
Experiment 2). studied people's inferences about a populat ion
proportion and a binomial (tvo outcome) sample. Subjects

‘responded to the folloving problem:



32

-
i
1

Consider tvo Quebec tovns. Anglophones are a majoritv (55%) of
the voters in fown A. but are a minority (35%) in Town B. There
ts an equal rdumber of electoral ridings in each town* You have
the voters’ lists from all ridings in both towas. Yuu randomiv
select a list from one riding. and observe that evactly 45% of
the voters are Anglophones. What 1is vour best guess - is the
riding in Tovn A? or in Tovn B? (Olson. 1976, p. 602).

This problem is similar to Kahneman and Tverskv's high-school
program problem (1972, p. 433). According to Kahnénan and Tverskv
{1972). subjects should chouse the town with the Angluphune
minority because it maintains the minurity ubserved in.the saanv
{such a 1esult would be attributed tu the representativeness

heuristic) Howvever. 70% of the subjects in 'Olsun's (1476) studv
By

choose the town vith the Anglophone majority According tou Olsen.

subjects responded to the absolute numbers in the problem,

exhibiting a concrete think;ng,bias. “The sample percentage {[15%)

is potentialls a subset of the larger (55%). but nut ol the

smaller (35%). gopulation pe%rentagé" {Ulsun. 1976. p bU3s) Ths
\

finding  suggests  that ;Ubjétta ma%‘ not be wevalualing

representativeness at all or subjects ‘mas wie evaluat ing

- 1
representativeness “vith respect tu {problem) characteristics
whuse saliénce was not anticipated bn the theurist® i0lsun. T,

p. bubj. e
Agailabilit:

The representativeness heuristic is 4 quick though rallible
method of making probabilistic judgments. It is the best studied
of the heuristics. Alternativelv. une may judge proba®ility by

assessing availability,“&ccording tu the availability heuristic.

4
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one judges the probability of am event by the ease with which

relevant instances c¢r occurrences can be recalled or imagined.

&

Search Set Biases

For an illustration of judgment by availability. suppose you

vere asked to estimate the proﬁortien of words (lini-ui of 4

“letters) in the English language that begin with the letter r

i

le.g. . road) versus wvords that bhave the letter r in the third
position (e.g.. carpet). Most people state tha? the letter r is
more likelv to veccur in the first position (70% among Tversky &
Kahneman s subjects. 1972) In fact. the letter r occurs more
otten a5 the third letter in English words (Tversky % Kahneman,
1972). Tversky and Kashneman (1972) believe that pe{ple use the
availability heuristic to search for ;Brds that ©begin 3?§b an r
ur have an 1 in the third position. Because it is not possible
to recall and count all instanfeg of words with r in the tirst
and third positivns. subjerts attempt tv recall some 1nstances
and judge overall trequency bv availabilitv. Because it is easier
to search for words bv their first letter tyan by their third
letter. words beginning with the letter r are judgeé as more
pumerous . With the tocus of attention on the letter r.
activation will spread from that letter to vords beg%nnﬁng vith
it. This process tends to wmake vords beginning with the letter r
more available than other vords. As a result. these words will be
overrepresented in the sample that people take from memory to

estimate the proportion of words beginning vith the letter r in
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the populatjon relative tu thuse words with r as the third
letter. Tha; is. 1t is not possible tv structurall: “prime words
with the letter r in the third position and make them more
available (Collins & Loftus. 1975). Alternatively, these wvords
mav not be ° easier to search. but easier to find (i.e.. fever
noninstances are ‘found with first letter cue than with‘*hird

letter cue). This would constitute a retrieval bias due to the

etfectiveness of the cue.

Retrieval Biases —

#

Lichtenstein. Slovic, Fischhot!. Lavman. and Combs (1975)
cunducted a  series ut experiments tu studv how peuple judge the
frequency wof death flrom various causes. Imn wvne eiperiment
(Experiment 1}. subjects were presented with 106 pairy ot causes
vl death cumstructed trum 41 ditterent causes (for which pood
estimates vl the true Ireguency exist). For each pair fe p .
struke versus dla}etes&. subjects were to estimate which cause uf

death vas more likely. Subjects were alsu to decfgg'*
o

times likelwv this cause of death vas. as compared with4}n€ vther
crause ol death given in the same pair. Subjects consistent]y
overestimated lovw frequencies (e.y.. flouvds vere estimated to
take more lives than asthma., although death frum asthma is
actually 9 X's more likelv) and underestimated high treyuencies
(e.g.. accidental_deaths were judged abuut equal in trequency to
death from all diseases, altﬂuugh death from all diseases is

actually : .15 X's  more likelyv). Subjects also tended to



overestimate the frequencv of death due to all accidents. motor
vehicle accidents. flood. tormado. and <cancer and to
undgrestilate the frequency of death due to smallpox vaccination,
diabetes, lightning, tuberculosis, and asthma. Lichtenstein et
al. (1978) proposed that the tendency to overestflate some causes
of death was due to the unrepresentafT%ewéoverage of these causes
of death in the news., the pgssibilitv that subjects had more
« experience vith these C&USESi and that these causes were easier

fff?eiuagine and more memorable. All factors }hat would tend to
make these ‘E@uses of death easier to retrieve and. according to
the aVailabii}ty heuristic (Kahnelén & Tversky, 1973). appear
more likely than an equally frequent cause of death vith less
easily retrievable instances. According to Nisbett and Ross
{1980). the salience or vividness of information can bias
frequency judgmeh;s because it is more likely to attract and huld
uu; ;ttention and be more available wvhen judgments are made.

———n,

The availability heuristic can also account for temporary
shitts in subjective probabilitv. For evample. it vou have just
wi;nessed an autumobile accident. vour subjective estimate ol the
probability of this kind o! event rises dramaticallv. althuugh
only tor a short time (Tversky & Kahneman. 1974). One possible
reason ftor this phenomenon is that recentlv experienced events
are easily retrievable and are thus highly available. Also. these
events establish a context inm which we tend to retrieve
information (call up scripts) about events of a similar nature

(Nisbett ‘& Ross. 1980). As a result. people tend to think they
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have a higher frequency of occurrence (overestimate their

frequency) than thev actually do.

Representativeness and availability are not the only
heuristics people use. Unlike the more idiosyncratic heuristics
that can be applied to one's job and hobbie§. hovever,
representativeness and avajlability can b2z applied across a vide
variety of situations. People are not avare of the errors that
otten result from using heuristics. The basic explanation for
people’s errors appears to center un the idea that peuple dv not
understand probability talculus., Nisbett. Krantz. Jepson. and

b

Kunda (1983) argue that “there is guod reasun tv believe that
p;;ple possess statistical heuristics .. intuitive.
rule-of -thumb  inferential prucedures that resemble i;faal
statistical procedures” (p. 34%). Hovever.‘ it has been shown
that i a wide range o! judemental situations that require such
prucedures. people viten do not reason statisticallv  and thev
otten do not du sv even if thev have had tormal training in

statistics (e.g.. Tverskv & Kahneman. 1971).
Pilot Studs

The purpo§g~ 0o} conducting a privt studv way tu investigate
how people attempt to solve probability problems (i.e.. problems
for which ubjective probabilities are computable). When asked tu
predict the apparent likelihoud ot some event happening. peuple

often express their judgments K\in terms of subjective

probabilities. Most people apparently do not understand the-
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distinction betveen objective and subjective probability and
often fail to apply the proper normative principles in order to
determine an event's probability. This is likely dur to a lack ot“i

knowledge or absence of training in probability or statistics.

One purpose of this pilot study was to determine whether or
not people can solve some probability problems as a functiof of
their mathematical background (e.g.. number of high school and
university mathematics or statistics courses taken). Do people
vho have course training training in traditional statistics

courses understand probabilistic concepts better than people who

have had no formal training?

Subjects were asked tou estimate the probability that certain
individuals described in brief personality descriptions were
engaged in a particular occupation. The_occupations and priovr
probabilities were giveh ‘to subjects betore thev read the
description. Kahnenén andleversky (e.g.. 1973) found that when
thev gave subjects base }ate information (priaé probabilities)
regarding : vccupational membership (e.g.. the following
personality description was randomly §electéd from a set of 100
descriptions ot which 70 (30) are of engineers and 30 (70) are of
lavvers). people ignored the prior probabilities and apparently
judged ghe probability that the individual described vas an
engineer (lawver) 0ﬁ~ the basis of how much the description

matched their stereotype of an engineer (lawyver). Kahneman and

Tversky (1973) proposed that a§MBjects used what they have termed
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the representativeness heuristic (which is a similarity-based

strategy) to solve these problems.

A further purpose was to determine if people actually use
representativeness (provided they fail to calculate the objective
probabilities) or, im fact. use other heuristics. Kahneman and
Tversky (1973) never asked subjects how they arrived at their
judgments.  but rather  inferred subjects  were using
representativeness.v Finally. sume subjects in the pilot study
were presented with a visual display vt the base rate iﬁturmatiun
{prior prubabilities) tu see whéthor this intormation cued them
to us; the base rate§ when-muhing their juduments

*

Method

sujects @

Subjecty were 1b undergraduate voiunteers: 7 temale: and 4
males. Subjects ranged in age from 19 to 47. Eleven first vear
students and 5 third vear students from Wiltrid Laurier
Universitv served as subjects. Five subjects had no universitv
mathematics and 4 of the 5 had no grade lq‘mathemat1654 These
five students were in their tirst vear of universitv. The 1}
other students had taken. on average. ” mathematics or research
lefhnﬁs courses at the university level. Of these ﬂf. onlv tve

had no grade |3 mathematics.

Brocedure

Subjects vere informed theyv vere participating in a study of

A"
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people’s intuitions about chance. The study hwas Condﬂcted_ip an
inferﬁal interviev format. All interviews were tape-recorded and
bas;c demographic information was sought from all subjects before
the study began (e.g.. age, number of mathematics and/or
statistics courses taken, etc.). In »the first part of the study,
all subjects were presented with a series of probability
statements and were asked to describe, in their own words, what
was meant bv each ot the staiements. Some “statements expressed
pbjective probabilities. fuor example, the probability of an odd
number appearing in the single toss of a fair cvin is .5: vthers
expressed probabilities that were subjective, tor example. the
probabilit? ‘of a particular student graduating is .4. Subjects

o

read each statement aloud.

In the second part of the studv. subjects were asked to
sulve a series of probability problems and to rate their
confidence in their solutiuns. Subjects rated their confidence un
a scaleof 1 to 5 with 1 being very confident and 5 being not
verv confident. The six problems were presented in a randomized
order for each subject. For each prublem. ubjective prubabilities
vere computable. Two ot the problems were ball and urn tvpe
problems. for example. A culuured ball was randomly drawvn from an
urn containing a sample of 100 balls of which 70 vere blue and 30
vere red. Whai is the probability of drawing one of tﬁé blue
balls? Two of the problems involved the concepts of combinations
and permutations, for example., determine the probability that at

least two people in a group of 23 randomly selected people share

¢
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the same birthdav. Finally. two Kahneman and Tverskv (1974)

prﬂblemg wvere included. Subjects vere to estimate the probability

“that a particular individual described in a briet personality

description wvas engaged im a particular occupation. Theyv were
told that the description was randomly selected from a set of 100
descriptions of which 70 wvere of lawyers and 30 were of
engineers. After subjects had attempted to solve‘?%ch problem.
the esperimenter asked them a number vf questions about huv they
had arrived at their solutivns. The prubability statements and
problems appear in Appendix A.
<

u

Five subjects were presented with a viswal displav of the
pase rate inturmation. Some subjects were shuwn a picture ot 10U
balls. 70 ot which were blue and 30U of which were red. This
inturmation was alsols presented in a bar graph. Similar
infurmation way presented aleng with wne of the Kalneman and
Tverskvy  prublems. Subjects were shutp U vellow squares

{denoting lawvers) and 3U0 blue squares (deno}iﬂé engineers) with

a similarlv coded bar graph. “

Subjects were alluwed tu work at their wown speed. The
tape-recorder was -turned otf while subjects worked toward o
sulution for each problem and turned won for questions after
subjects had made an estimate and had ratea their confidence.
For-esample. subjects were asked to indicate huw they attempted
to solve each problem (e.g.., what specific information in the

problems did they find most useful). The probability statements

4
§
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and problems vere presented to Subjects im a 7-page booklet.

- ~ Results Ry

Probability Statements. Subjects® interpretations of the
probability statements were vague. No subject made the
distinction between subjective and objective probabilities. A
probability ;o“f .3 was interpreted as meaning a “slight chance® or
“relatively ;o; chance® that the event {e.g.. rain tomorrov) vill
happen. Four subjects interpreted it as a 3 in 10 chance of rain

while others interpreted it as a 70% chance that it vould not

rain tomorrowv. 'fhe modal interpretation for these statements was™

“poor chance” or “very unlikelv” for probabilities less than 50%
and “good chance” or “verv'likely® for probabilities greater than
50%. When - the probability was .5 (odd number appearing on a
single tuss ot a fair die). must Su~bjects stated that there was a
50/50 echance that an odd number would appear. Only one subject
mentioned relative frequency distributionsaand that in anv short
sequence of Vdie tosses there wvas the possibility of tossing more
odds than evens. . This subject had university and grade 13
training in mathematics. When the notion of sample variance and
sample size was explained to subjects (as an afterthought). all
but tvo indicated they believed -the proportion of odds and evens

vas wmore likely to approach .5 after‘ 1000 tosses than after 10

tosses.

I

Ball and Urn Problems. Of the 16 subjects. only tvo vere in
error. Both of these subjects missed one of the ball and, urn

4



problems but vere correct on the other. These two subjects had no
universitv mathematics: All other subjects correctlv used the
relative frequencies (base rates) tv solve these problems. Mean
confidence ratings for the Blue Ball and Red Ball problems vere

1.7 and 2.0, respectively.

Birthdav and Married Couples Problems. N% subject correctly
solved either of these probability problems. In fact. most
subjects admitted to guessing although some did attempt
calculations. The correct objective proubability fur the Birthd;v
problem is slightly greater than .5 or 50% Most ol the estimates
(subjective probabilities) wvere less than 10% (!] subjects).
When asked whether their estimates seemed reasonable. most
éubjfcts repfﬁed ves and some thought their estimate should have
been even smaller. For thé Married Couples problem. estimates
vere higher than for the Birthdav problem although the ubjective
probability that €w0 married couples are selected is .U3. Again.
subjects felt their estimates vere reasonable tor this particular
problem. Not surprisinglv. gubjec‘ﬁ“ confidence ratings for these
problems %ziiected their uncertainty (mean confidence ratings ol

3.9 and 3.6. respectivelv)

Kahnesman and Tversky Problems. Seven subjects made incorrect
estimates for the Kahneman and Tversky probles when tliey vere
asked to estipate the probability that the person described in
the paragraph wvas a lawyer. Of these 7. 3 had no university or

«grade 13 mathematics. Six of these 7 subjects relied exclusively
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on the information contained in thg personality description vhile
disregarding the base rate information. Each of the six subjects
felt that the statement “he shovws no interest in socia;“and
political issues® decreased the probability that he vas a lavyer,
for example, “lavyers are more likely to have these interests.”
“most lavyers go into politics.” etc. The same subjects vere also
influenced by the target person's hobbies vhich included “home

carpentrv® and “mathematical puzzles.® These hobbies wvere “more

associated vith engineers” and ”ihcreased the probability he is

i

an engineer rather than a lavyer,"T%e data indicate that. for

this problem. some subjects used the representativeness

heuristic.

Onlvy one subject attempted to use bqth sources of
\iﬂfffffiigg\ (base rates and personality description). This
subjéct realized that 70% of the sample consisted of lawvers but
felt that because of the personality description there vas “more
of a chance he wvas an engineer.” This subject had no university

or grade 13 training in mathematics.

0f these 7 subjects. only 1 subject incorrectly cstiiated

the probability of | of the ball and urn problems. Subjects kaev

hov to use the base rate information for the simple probability

- problems: subjects knev hov to estimate objective probability in

the absence of a personality description.

Three of the nine subjects vho correctly estimated the

probability of the target person being a lawyer also indicated

Pad — _— - =
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that the description “sounded more like an engineer™ but added

-

. . that the personality information “had nothing to do _
P p - 2 g - kw

probability.” aﬁﬁ‘g:Zuld not change the fact 0% are going to be
engineers and 70% are going to be lawvers.® Onlv | subject
believed the dg!fripti,a vas there to “trick® him. All 9 subjects
relied exclusl§£?§ on the base rates and “did not vorry about the
description.” for example. “he could be a lawver anﬁoxtil! like
mathematical puzzles.” These 9 subjects had universitv and/or

grade 13 training in mathematics

Visual Base Rate Inforaation. The five subjects vho received .
the visual base rate information reported they did not use the
visual displavs vhen making their judgments for the two problems
and thev did not perfiorm differentlv [rom thuse subjects ;ha dad
not receive the visual displavs.

@

3

>« Discussion

The results of the pilot stud. suggest Lhat manv subjects
have not learned the proper applicatien of some «f the
probabilistic concepts tested. Although ;051 of the subjects had
some training in statistics. they had difficolty appiving the
proper concepts to some of the problems. For evample. most
subjects admitted to guessing at their solutions to the Birthday
and Married Couples problems. This f%ndiné suggests that subjects
did not understand the concipt tested or the concept had not beeﬁ
learned. Although training seemed to help on some problems (;»g .

ball and ura problems). it did not carry-over to ali problems. In

L
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¥
fact. vl the subjects vho had nu training. only tvo erroneously

sulved the ball and urn proublems. It appears that subjects. even
¥
it thev have not bhad tormal training in statistics. understood

the applicability of base rates for the ball and urn problems.

That is. people seem to have an ability to use base rates for

-

selected Kkinds of problems. On the other hand. having had some

formal training in statistics vas mot sufficient to guarantee the

propey application of probability calculus to all problems.

-

Training

™~

¢

The lailure to use probabilistic gconcepts can atfect b=
°

pevple s inlerences in ev}r;day life. that i1s., people do not
realize the limits of heurisvics vhen compated to more objective
methods It mav  be possible to sensitize people to the basic
concepts ol probability and statistics and thus reduce their
reljance ovn  judgmental heuristics. The concepts are highly
trainable and once mastered. tzf application ot these concepts

mav become very rapid and even automatic (Nisbett et al . (981

P Ny duubt. many of the errors people exhibit in their judgments

reflect a minimal probability knovledge base. For people who
have received-formal training.. there are likelv large individual
differences in education and in practice that affect reasoning.

For people who have not received formal training. a rough

“intuitive understanding of sume statistical concepts may not be

absent from their judgmental repertoire (e.g.. Nisbett et al..

1983) .
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Fong. Krantz. and Nisbett (1986. Evperiment 1) svuggest that
statistical training can have an etfect on people s reasoning
about evervday problems. Males im an introductorv statistics
course vere aszked to participate in a telephon: survey of
opinions about sports. The survey took place during the first twvo
veeks of term and near the end of term. Subjects vere asked tive
gquestions {or which the application ol statistical concepts such
ays the lav o! large numbers gnd the regressiuvn principle were
relevant. for example, vhv are batting averages o! 45! vommon
during the tirst C yeeks of the baseball season but unheard of as
A seascn average? Subjects whu rated themselves as having hittle
or no knovliedge of sports vere nut used i1n the evperiment.
Subjects  responses {0 the questivns were lapélrc‘-mrded and coded
tor the presence ol statistical reasoning and for viether s
statistical response vas a good one  Fung et al lound 2:.11 near
the end of term there was an infreug‘in the percentage of
statistical answers for this problem (5U% ol the answers were
statistical at  the beginning of term shile 7UN were stalistical
at the end of termj This sas attributed to the singie varee in
statistics Howvever. it should be noted that the neamm*‘wl the
vord average i;n the “batting average” Jquestion 1apliés that o
plaver vith a seasopal average of 450 must have sume scires
higher than this. Mathematics does not determine whether these
high scores. or veeks with high avgrage scures. should oceur
earlv. late. or wid-season. The appiication eof regression

principles to this problem provides no explanation gé) all In
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this study. there could have been a better selection of probleas
tor t!ﬁting the etfects ot statistical training. Fong et al.
stter no explanation tor whv the statistics course did not have

any effect on two of the five questions asked.

Fong. Krantz, and Nisbett (1986) examined the effects of a
brief (25-minute) training procedure on how people think about
everyday problems (Experiments | and 2). Some subjects received a
fuur-page description ot the concept of sampling and the lawv of
large numbers and were shown it in operation by drawing various
sized samples of gumballs from a vase (rule training). Some
subjects received three example problems vith an answer folloving
each problem that previd?d an analysis of it in terms of the law
ul  large ‘nuhbers (examples training). Other subjects received
rule training tollowed by esamples training (full trainigé) or no
training. After training. subjects were given a test consisting
vl 15 problems divided into three major tvpes ({objective.
subjective and probabilistic). For example. subjects had to draw
conclusions about the outcomes ot athletic events {objective). to
decide which college a high-school senior should chuose based un
his vvn and his friends’ reactions to the colleges (subjective).

and objective problems with a probabilistic component (e.g.. an

explicitly random selection procedure). These problems vere not

the Kind ol problems that had been investigated by Kahneman and
Tversky (e.g., 1973). that is. pp#blems to vhich subjects
apparentiv applied heuristics. A sample of 20 test booklets vas

coded by four coders with exact agreement on B6% of the problems.

L}
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The remaining 327 test booklets were coded by one coder using a
J-point system. Responses were coded as entirely deterministic
{i.e.. mno mention ot sample. size and variabilitv). poor
statistical (i.e.. incomplete or incorrect application of the law
of large numbers)., or good Statistical {i.e.. some form of the
law of large numbers was used). Training effects. with respect
to the frequency and gquality of subject s statistical responses.
were found across all three problem types. It should be noted
that a pcnnﬁgﬁncorreft) statistical respunse was used as evidence
that training increased the frequenc. ot a statistical approach.
However., the training enhanced statistical thinking about
subjective. objective. and probabilistic prublems ol un everydav
nature 7whether th;‘—training was onlv 1o the vbjective domain
{Experiment 1) or inﬁgne uf the three problem domains (Eiperiment
2) with the traininé domain  varied as a betueen»subigct:
variable. £fsr example. “subjects taught examples in une‘domain
learned no ma%ﬁ"abuut how tv solve problems in that domain than
they did about huw to salve problems in other domains” (Fong et
al.. 1986. p. 275). That 1is., there were no domain-specitiv

-

ettects ol training. Fong et al. (148b} comment that -

A qualification that must be placed on the present results is
that the etfects at least of relatively brief training sessions
may be limited to problems for which some untraired subjects are
able to give statistical ansvers. Manv previous demonstrations ui
people’s difficulties with statistical principles are based on
problems to which no subjects. or almost no subjects. apply
statistical reasoning (e.g.. Hamill. Wilson. & Nisbett., 1980:
Kahneman & Tverskv, 1972, 1973: Tversky & Kahneman. 1983). Quite
deliberately. we avoided such difficult problems in the present
investigations (Fong et al.. 1986. p. 281).
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A quicker method has been suggested by Nisbett, ngntz.
Jepson. and Fung (1982). They proposed the development of
statistical heuristicys that people can use in evervday inference,
such as “You can always explain away the exceptions® which is a
heuristic to remember the concept of variance or "Think about
evidence as if it were a sampleeband reflect about sample size."
They hypothesized that people can be taught to be more sensitive
to considerations of sample size and sampling variance. The
notion of sample size. however. is not incofporated into people’s
intuitive heuristics. For example. representativeness does not
appear tuv be influenced by sample size (t.e.. size of the
hospital) in the Kahneman and Tversky maternity-ward problem. In
this case, the needed concept is that large samples are more
likelv tu be representative vt the populatior from which t;;§%i;é
taken than fre small samples. Statistical heuristies enCquage
people to think of infermation in terms of data properties and
peg?lv dv nut have tuv be statisticians to use them. Houwever.
using rough intuitive statistical oprinciples mav not be
dissimilar to guessing.or using nonstatistical heuristics.
Another solutivn is 10 get people to turn their problems
over tu computers ur éfEZEts. Computers do a re?iable jub of
weighting and combining probabilistic information. However, this
solution is not very practical. Using a coumputer to solve
probability problems vithout knowledge ot probability calculuy is
unreasonable from the point of view of many experts. Novices make

mistakes applying the computer packages just as thev do in manv

%
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uf the experiments discussed earlier.

Previous research in human  inference ha; viewed the
yuantification of uncertainty as a “complex" problem where
individuals apply heuristics (i.e.. representativeness and
availability)ﬂ in order tv simplify the inference process.
Normative statistical methods aré used tu determine currect
solutions to these problems and heuristics are inferred trum
incorrect answers. This phenovmenvn is seen as robust since
experienced researchers (e.g.. PhDs in psvcholvey whu have had
training in statistics) make use uf the same heuristics and are
prone to tﬁe same errors as lavpeople. Accurding to Tversh and
Kahneman (1971). statistical trainipng does not seem to puarantee
the use ot prubabilitv calculus or eliminate errvors of inference
It mav be that_ the training or hnowledge base was not adeyuate
(see page H).

Other authors who have investigated errors o! interence have
tr%zd tu eradicate heuristics with limited success. Henrivn and
Hugarth (cited in Fischhotf, 19582} suppest that “improvements” in
the quantification of uncertainty can be made bv recalibrating
responses. that is. if evidence in a situation leads to
higher/lover than normative estimates. thev encourage subjects tu
lower/raise their probabilities. Others (e.g.. Fischhotf & Bevth.

)
i975) have urped subjects tv work harder on prublem$ and used
contemporary events or examples. All the above techniques vere

emploved to investipate the process of inference vith the hope of
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gaining more insight into how people conceptualize uncertainty.
This research strategv is one im which the system inputs are
changed and if a change does or does not occur in"the svstem.

information is gleaned on how the system functions. ‘

The present research addresses the follovwing two issues in
human inference: |
1) Why do peovple use heuristics?
2} How.rubust are the effects of heuristics?
The human inference process «can be conceptualized as the product

of an interaction between person and task. People have the

cognitive ability tu master the concepts necessary to sulve

problems. However., they require a minimal prubability Knowledge
base or else they will use<heuristics. A minimal probability

knowledge base can be "built® bv giving people simple

explanations ot some basic probabilistic cuncepts that will be

helptul in solving probability problems from a normative point ot
viev. The pilot studv clearly indicated that people had little
Knowledge of the nérmative detinition of probability calculus.
It s interesting to note that people have difficultv with

probabilistic concepts in some situations without stereotvpic wr

descriptive intormation. It may be that people wuse heuristics

because they do not understand the questions. The tirst step in
the solution of these inference problems is an understanding of
the question. The second step is an application vt the nurmative
rules of probability and statistics (remember. a prublem is

correct or incorrect from this norsmative point of view) to obtain

2
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the answver. The person-task svystem is seen as having the
cognitive skills necessary to svlve problems but due to the lack

ot a probability knowledge base continues to use heuristics.

The present training strategy addresses the issue of task
difficulty by giving clear instructions to people to ensure an
understanding of the problem und cun{gﬁgg;tly discourage second
puessing. The probabilistic cuncepts were demonstrated and
feedback was gi;én on the er?ﬁrs made un the tash questions. The
task was decompused to simple units of understanding wherg the
concepts mnecessary were made esplicit. Kahneman and Tversky
{1979) have suggested in a theoretical countext (i.e.. nu Hata) a
glubal appruach tu the study of heuristics:

The adoption of an external approach that treats the specitic
‘problem as one of many would help otercome this bias (Kahneman &
Iversky. 1474, p. 31d}.

Une “pual of the present training studv was to under.tand whv
peuple use nunprobabilistic heuristics. The Fong et al. (1986}
training studies did nqg,aaerSS the issue ot whv people use the

!
representut iveness an? availabitity heuristics. Thev deliberately

avoided usiny pruble%i uf the lijF that had been investigu?ed by
kahneman and Tversky (e.g.. 14972, 14733, In answering such
problems. Kahneman and Tversky's subjects typicall}"felied un
heuristics tu make probability judgments To evaluate the
etfectiveness of training on people’'s use ot representativeneés
and availability and to gain a better understanding of why people

use heuristics, the problems from which these heuristics have
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been interred have to be studied. The present study differs from
the Fong et al. studies in other respects. For example. Qeveral
probabilistic concepts were trained in the present study w.ereas
on{y one concept was trained in the Fong et al. studies. The
effects of training in the present study‘jere investigated from a
normative standpoint emphasizing objectively correct solutions to
problems. In the Fong et al. studies. a coding system was used to
distinguish between subjects’' open-ended answers on the basis of
wvhether or not a Statistit%l response was “guod“ ur "poor® (such
a cuding svstem likelw run§ into borderline casesj. It is fglt
that the approach in the present study. based un Sensitiziﬁé

people to normative probabilistic councepts and on testing these

cuncepts with Kahneman and Tversky problems. will be the first

J
step in a truitful investipation of this system.

Normative probabilistic solutions to \thése problems are
provided bv eiperts (i.e.. people who understand probabilistic
concepts). These people have an under;tanding of how to apply
probability  calculus. It is interesting to note that
statistically sophisticated researchers. defined by Tverskv and
Kahneman (1974). that is. protesg;onal psychulupists, use
heuristics. This result 1s used a@evidence for the robustness of
heuristics. This thesis investigates whether statistically
trained researchers (i.e.. PhDs in psychology. as studied by
Tversky & Kahneman. 1971) understand normative probabilistic

concept®  If they do and still rely on heuristics to assign

probabilities to all problems. the robustness of the system is

5.
=1



54

3&bstantiated* if they do not. then infurmation on why people use
heuristics and their robustness points tv a minimal probability
knowledge base. This hvpothesis is tested bv comparing the
results of training versus ne training conditions. If a I5-minute
training session can reduce the effects of a robust phenvmenon
{i.e.. reliance on heuristics). the effect is in fact weak and
the problem can be conceptualizedsas one of understanding. Would
one be surprised if a member of the public were given an
auditor's report of a company and. when asked tuv assess the
profitability of the company. give svme rather atvpical answer:
It is supgested here that in beth the example abuve and in human
interence in general an understanding of normative ruley 15 o
reasonable approach to the problem. Previvus approaches have
concentrated on changing descriptive. aspects o! the problem
{e.g.. Kahneman & Tverskv's. 1972, engineer-lawver problem) and
seeing how these manipuiativns aftfect probability estimates. It
should be nuted that in many instances. vhen peuple are asked tu
sulve probability  problems vithout stereotvpic information.
beuristics are still used. In other words. the descriptive
approach permits a reasonable investigation of human inference at
one level. whereas ~the argument presented in this paper
approaches the problem trom both the preobability calculus and

descriptive puints ot vievw.

@
Kahneman and Tversky (1979) speak of correcting heuristiis
through a combination of calibration and statistical maxim

techniques. They conclude their article wvith:
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The analysis of human judgment shovs that many biases - of
intuition stem from the tendency to give little veight to certain
tvpes of information. for example. the base-rate f{requencv of
outcomes and their probability. The strategy of debiasing in
their paper attempts to elicit from the expert relevant
information that he would normally neglect and to help him
integrate this information with his intuitive impressions in a
manner that respects the basic principles of statistical
prediction (Kahneman & Tversky. 1979. p. 327).

This-paper is in agreement vith the above important aims and
advocates an approach to finding the scurce(s) and limits of
heuristics that concentrates on sensitizing people to the

concepts and thus building a minimal probability knovledge base.

A minimal knovledge base of probability calculus can
sensitize people to manipulate information using probabilistic
concepts. That is. when waking probabilistic judgments. people
can apply these concepts and avoid inferential errors.
Sehsitizing subjects to the concepts is the first step in
addressing this issue. MNoreover. training mayv improve the
accuracy of subjects’ probabilistic judgments. Oskamp (1965)
evamined the relationship betveen level of confidence and
accuracy 1n a studv of clinical judgment. Oskamp found thag
subjects”  confidence increased as theyv vere piven amore
information for making their judgments. Hovever. there was no
significant increase in accuracy vith increasing information.
Other findings in research éh people’s judgmental expertise
suggest that people are overconfident about their true predictive”
abilities (e.g.. Hoch. 1985). Overconfidence wmay arise as a

result of biases in.evaluating the information om ‘which .
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predictions are to be based (Hoch. 1985). It overconfidence is
éililar ta/“ggher cognitive biases. for evample, the biases that
are found in people’s intuitive judgments uf probability {biases
to vhich heuristics lead). then training on normative probabilitvy
calculus wmay improve people's accuracy of judgments by making

them avare that they may be incorrect vhem thev use heuristics.

=~

]

The proposed training strategy wvill serve tu make a
statistical approach more salient. On the uther hand. having
completed a nunper of statistics courses is not sufficient tu
guarantee the pr%per application of probability calcu%us (Tversky
& Kahneman. 1971). For example. Nahinskv and Ash (19585) found
that. vhen asked to judge the likeliheod of one trait (A} wiven

.another trait (B). as vell as the likelihood of Trait B given

Trait A; a group of 12 psvehology praduate students. “trained in
basie Jfrobabllityg“ applied judgmental strategies that did net
lncludeh the appiication of probabilisﬁgc copcepts  Fur
convenience 1n the present study. experiengid researchers, a.
detined by Tverskv and K&hneman (1971). that is. peuple who have
Cg;ﬂ extensive trainine 1n statistics, vere classified as esperts
Laypeople. as defined bv Tverskv and Kahneman (1971). that is.
people vho have had little or no training in statistics. vere
classified as novices. This implicit classificatiun scheme vas
called the TVERSKY and KAHNEMAN classification factor. Another
vay to classify individuals rather than on the basis of their

background in statistical training would be to develop a measure

of the individual‘'s probability knovledge base. To this end. a

S e
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Probability Knoviedge Questionnaire vas developed by Gebotys and
Claxton-Oldfield (1986). The questionnaire. vhich attempts to
measure a person’s knowledge of probabilistic concepts. consists
Pf ten probability problems (see Appendix B). The problen&

involve the probabilistic concepts of sample size. randomization,

base rates, combinations. and correlation.

°

Finally. subjects wvere paid if their ansvers to the
Probability Knovledge Questionnaire and Probability Test probleams
vere correct. The potential of making money in return for
correct ansvers vas incorporated primarily to interest subjects
in pari%éiptting in the study. Kahneman and Tversky (1972) paid
subjects $1.00 for participating in an experiment concerning
sampling distributions and an additional $1.00 if subject's
ansvers “to one of three problems (randomly selected after

L

completion of the task) vas correct.

[l

Overviev

A total of 80 subjects took part in the experiment ALl
subjects vere cross-classified according - to two criteri%.‘
Subjects vere selected and classified according to the TVERSkY
and KAHNENAN expert and no§ice criterion. that is. undergraduale
students are called “"novices” and graduate students and PhDs in
psyvchology are called “experts.” This selection procedure wvas
included to test the hypothesis that graduate training in
statistics may not be sufficient to guarantee expertise

(objective correctness) in probability calculus. The Probability

&

~



Knovledge Questionnaire vas used to ascertain subjects’ knovledge
base of probabilistic concepts and to select yroups of: “novices®
(subjects vho score 5 or less) gnd “exvperts” (subjects who score
6 or more). in accordance vith the GEBOTYS and CLAXTON-OLDFIELD
criterion. All subjects completed the Probability Knoviledge
Questionnaire and Probability Test. consisting of ten probless
each. In addition. 3d0 subjects received a statistical training
session before ansvering the Probability Test prublems and 40 did
not receive training. There were eight groups of subjects with 10

subjects in each ¢roup.

¢

In summarv. the design of the experiment vas a l X2\N2
factorial with classitication according tu TVERSKY and KAHNEMAN
{evpert versus novice), classification according to GEBOTYS and
CLAXTON—OLﬂ%IELD (expert versus novicej. and training versus fe

training as betwveen-subjects variables.
Method

sybjects
Subjects were 40 undergraduate studentc. mostly firyt=and

o

second vear volunteers. from Wilirid Laurier Universits and JU
gr:duate student and faculty volunteers from the Psvehulogs
Departments at Wilfrid Laurier Universiti. the University of
Waterloo. and the Umiversity ol Toronto Fifteen of these dU
subjects vere PhDs and 25 vere graduate students who had
completed graduate level statistic@ fpurse requiresents at each

4

ot the scuools.
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Data obtained from 7 subjects vere not analyzed because the
classification criteria emploved assigned them to groups that

wvere filled vith subjects.

Brocedyre

Subjects were informed that thev were participating ina
study of hov people make judgments .under uncertainty. All
subjects first completed the Probability Knovledge Questiomnaire.
The gquestionnaire consisied of a S5-page booklet containing 10
problems to which various probabilis;.ic concepts could be gpplied
{e g.. lav of large numbers. etc.). The order in vhich probleas
appeared vas randomized but wvas the same for all subjects.
Subjects were asked to sele;:t a multiple choice ansver for some
problems and to provide either a calculation or expression for
others Subjects vere instructed to vork on the problems at their
ovn speed and not to guess at the ansver to any problem. but
racher to indicate “don’t knov™ if thev could not solve a
problem. In addition. subject;vere informed that they vould
reccive 25 cents fo: each correct ansver. Subjects vho scored 6
or more correct “ut of 10 on the gquestionnaire vere called

“experts™ and subjects who scored 5 or [fever vere called

“novices® according to the GEBOTYS and CLAXTON-OLDFIELD

criterion.

According to the TVERSKY and KAHNEMAN criterion. subjects
AN
vith graduate training in statistics (graduate’ students and

faculty in psychology) were called “experts® and laypersons

@&
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{undergraduate students) vere called “novices © A total ot 4
groups ol 2U subjects each participated 1in  the e\periment
Subjects - were cruss-classitied ay  -experts-eaperts.
experts-novices. novices-experts. and novices-novices.

Half (10) of the subjects in each ot the four groups vere
randomly assigned to the training condition. The brief training
session was designed to sensitize subjects to some basic
probabilistic concepts.  These Slﬂi;j@fls received training
individually iammediatel. atter completing the Probabilits
Knowledge Questionnaire The trainming  sesston  lasted
approvimatel lé ainutes  Subjects received 4 simple explanation
ul  the proper prubabilistic concepts required tu  solve the [u
problems that appeared on the Probability Knovledpe CQuestionnaire
plus one additional preblem The additional problem vas included
as an exlra esample 1or the tratning  session.  Dyaprams. sbich
could bhe written om tor the purpose o1 further esplainine the
contepts. vere used for problems . 2. 3. 5. b‘. Y. M. 9. and the
additional probles The training diagrams appeatr 1n Appendis I
Subjects n the no training conditiun were told only that they -
had (‘Uit‘éti}‘:‘ uwr 1ncorrecids  solved the Piobability Knowledoe
Questiuvnnaire prublems and the additional problem  This was dune
on a problem by problem basis wvith no explanations given The no
training subjects received the Probabifiits Test immediately after
completing the Prubability Knowledge Questivnnaire. All subjects
vere i1nformed ol the subsequent Probabilit, Test at the beginning

of the experiment.
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Training Condition

For each problem in turn. the proper concept vas explained.
For incorrectl? solved problems. the subject wvas asked to reread
the problem and to consider it for a fev moments before the
experimenter explained the basic principles involved. For
example. . for problem | subjects were asked to consider a coin
that 15 tossed tvice and vere shown the four possible outcomes (H
H. HT. TH. T T). Subjects vere asked vhether thev would sav the
probavbility of a H is | if thev obtained H Hor the probability
of 3 His 0 if they obtained T T. Finally subjects wvere shown a
diagram plotting the proportion of Hs when a coin has been tossed
Irom 1U te 10.000 times. The probabilitv ot a H mayv approach .5
vnly  after the number of repetitions of the event (tossing a
vuin} becomes vers. large:. the variance in the proportion ot Hs
ran be quite large in small samples (e.g.. two toss case). The
training procedure for all {U problems and the addipienal problem

appears in Appendiv D.

Immediatelv lolloving the training {no training) session,
subjects vere given a Probability Test consisting 61‘10 Tversky
and Kahneman (e.g.. 1974) problems that dealt vith the same
probabilistic concepts as on the Probability Knovledge
Questionnaire (see Appendix C). Subjects vere informed that thev
vould continue to receive 25 cents for each correct ansver. The
test instructions were tﬁe same as for the Probability Knovledge

Questionnaire. Each problem on the Probability Test was folloved
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by the question. "Do you feel that +vou have applied the proper
concept in this problem?" Subjects vere tu circle Yes or No. This
additional question was included as a measure of subjects’
confidence in their judgmental expertise.

Il
-

Materials

Ten problems incorporating difterent probabilistic concepts
wvere developed for the Prcbahilit; Knowledge Questionnaire. The
inverse relationship betwveen sample size and sampling variance
spplied to problems | and 6. Randomization and the independence
o1 sequential events applied tu problem 2. Ba;G rates and the
application of Bave's Theorem applied to problems 3. 4 and 5.

The concept ot correlation applied tu proublem 7. Permutations and

combinations applied to problems 5. 9 and 1U. i

A list ot all problems appearing in Kahneman. Sluvir. and
Tverskv's (1Y82) bovk was compiled. Ten prublems dealing with
simxlariprubabilistic concepts to the prublems appearing wn the
Probability Knovwledge Questionnaire were selected verbutim from

the list tor the Probability Test.

spalises
An ANOVA was carried out on the propurtion ol problems frum

the Probability Test correctlv sulved by each subject
: e

Specitic Research Questiuvns and Predictions

v

1) Do “experts® as compared to “novices” according tu the TVERSKY

and KAHNEMAN (T&K) criterion score significantly higher on the



63

Probability Knowledge Questionnaire? If graduate training in
statistics iy sufficient tu’guarantee expertise in probability
calicuius. it would be predicted that “eiperts” {graduate
students and PhDs in psychology) would solve more problems on

the ' Probabilitv Knowledge Questionn@ire than “novices.”

______—Hovever, wun the basisy of the li%erature reviewed in the

)

3)

Tfa}ﬁfag” section (e.g.. Tversky & Kahneman. 1971}. it was
predicted that there would not be a significant difference in
the proportion of Probability Knowledge Questionnaire prublems
svlved by "esperts” und “novices.”
8

Dves the statistical training session bring about a change in
hov subjects think about the Probability Test problems! On the
assumption that sensitizing subjects tu the normative
{ubjective) rules of probability is a reasonable approach to
reducing subject’'s reliance on heuristics’. it was predicted
that the trainiﬁg session would serve tg make a statistical
approach more salient. Subjeétg in the training condition
vould correctly solve significantlv more Probability Test

problems than subjects in the no training condition.

It was predicted that the training by T&K Classlfii;tiun
interaction vould' not be significant. The difference in the
proportion of Probability Test problems correctly solved by
“experts” and “novices“ (as classified by T&K) who receive
training. vould not be significant. that is. both groups vould

benefit equally from the training session. The difference

L
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between these same two proups {(as classified by T&), who do
not receive training. would not be . signiticant on the
assumption that the “experts" would relv on the same
heuristics as the "novices” and be prone to the same errors

{Tversky & Kahneman, 1971).

Kesultis

b The reported findings will fullow the same order as in the
5ec£ion Specific Research Uuestions and Prédictiuns vith the
exception of the additivnal analvses pn the confidence ratings.
individual Probability Test prublems. and answers consistent with
heuristicy which will be mentioned at the end of the Resulty

section.
Probability Knuwledge Questivnnaire Scores

A signiticant main ettect of classitication according to
GEBOTYS and CLAXTON-ULDFIELD was ubse}ved vn the Probabilits
Knowledge Questivnmaire scores., E{l. ¥b) = 1Ib4 U3, po 0D
Specitically. “ewperts” and “novices® had mean Prubabilits
Knowlgdge Questionnaire scoures of b.b7 and 3.85 respectively
This ditterence is in accordance vith the selection criterion

~The mean Prubabilitv Knowledge Questivnnaire scores fur “experts”
and “novices." as classitied according to the TVERSKY and
KAHNEMAN criterivn. shoved no statistical difference (§ = 5.42
and 5.1U0 respectively. p-.05). as predicted. The ANOVA table and

a4 table showing the mean Probability Knovledge Questionnaire

ll
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scores ay a tunction of classification and training can be found

in Appendis E.
Probability Test Scores

A significant main effect of training was observed on the
Probability Test scores, F(l. 72} = 33.758, p-.00l. It is clear
that training increased the proportion of objectively correct
ansvers on the Probability Test. as predicted. Specifically,
subjects who received training had a mean Probability Test score
of 6.22. Subjects who did mnot receive training had a mean
Probability Test score of 4.27. The ANOVA table and a table
showing the mean Probability Test scores Wy a tunction ot

classitication and training can be tound in Appendix F.

A significant classitication according to TVERSKY and
KAHNEMAN by training interaction was observed on the Probabilit:
Test scores. Fil., 72} = 4.350. p-.05. Table 1 shows the mean
Probability Test scores for the TVERSKY and KAHNEMAN “experts”

@

and "novices.” as a function of training.
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6b

Conditiun Experts Novices
Training ; b. 25 b.2u
No Training 500 3.55

Note . Maiimum score = {0

It is «clear that training increased the salience ol 4
statistical approach tor both groups of subjects (“experts” and
“novices”1.  The mean Probability Test score, tur the “ewperty”
and “"novices”™ whu received training were b.25% and b LU,
respectively. This ditference was not signiticant. as predicted.
The mean Probability Test scures for the "esperts” and “movices”
whuo did not receive training were 5.00 and 3.55 respectivel;
These values are significantly ditterent and i1pnificantl.
ditterent from the Cﬂrresponding values 1n the training conditiovn
(mean comparisons via Fisher's Least Significant Diiierénces LSD
s .§49. p.U5). It is vorth noting that the mean Probabilitv Test
score for‘the “novices” vho received training (M = 6.20) vas

significantly higher than the le;n Probability Test score for the
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“experts” who did not receive training (§ = 5.00). Finally. the
“experts” who did got receive training Correétlyu solved a
significantly higher proportion of Probability Test problems than
the “novices® who did not receive training (H = 5.00 and 3.55
respectively). - This interaction is presented graphically in

Figure 1.

=5
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The Probability Test confidence proportions Qere compared
across Separate contingency tables for the training and no
training conditions by crossing correct and incorrect ansvers
vith subjects’ indications of hov confident they were that they
had applied the proper concept on each problem. A measure of
subjects’ coafidence in their -judgients vas obtained by dividing
the: number of correct ansverso to preblems on vhich subjects
indicated confidence by the total number of correct ansvers. For
evample. in the training condition. subjects indicated that th;
vere confident on 96.8% of their correct ansvers. In the no
t}ammg condition. subjects indicated that thev vere confident
on ' .9% of their correct ansvers. A comparison of the binomial
proportions for confidence in correct ansvers shoved th;at the
proportion of correct ansvers on vhich subjects had expEES‘sed
confidence was significantlyv higher in the training condition
than in the no training condition. z(int) = 1. 83, p-.05 (using a
one-tajled test).

¢
v
4
-

A further measure ol s:?bjects“ confidence in their judgments
was obtained . dividing the npumber of incorrect ansvers to
problems on wlﬁ'ch subjects indicated contidence by the i(otal
number of incorrect ansvers. In the training condition. subjects
indicated that they vere confident on 8l .1% of their incorrect
;nswersl Subjects in the no training condition indicated that
they vere confident on B86.1% of their incorrect ansvers. A

comparison of the binomial proportions for confidence in

incorrect ansvers shoved no sigiificant difference betveen the
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A —————————
proportion of incorrect ansvers on vhich subjects had expressed
: . \
. L Y
confidence in the training and no training conditions. g(ant) =

Y

2
C-1.17. p°.U5 (using a one-tailed test).

A measure of subjects’ “accuracy” 1in their judgments vas .
obtained by susming the number of correct ansvers to probleas un
vhich subjects indicated that they vere confident and the number
ol incorrect ansvers to problems on vhich subjects indicated that
they wvere not confident. Accuracy vas detined as the level of
agreement  between subjects’  ansvers  and their indicated
contidence. For e\anpleguﬂin the training conditiun, subjects
vere correct and contident for 240 problems and incerrect and not
confident tor 24 problems  Thus. subjects accuracy of judgments
matched their confidence in judgments [for 265 (70 7%} of the , ?
problems. In the no training condition. &Ub]?(tS4J accuracy ul
judgments matched their con!idence in judoment: f;r 182 {53 1%)
of the problems. Overail. conlidence ratinis were mis.imy or
sub]ef%% indicated don't know for 82 of the SUO problems”
(10.3%) A Conparisoﬁ uf the binomial proportivne tor afvuraes

0.7% versus 53 1%)  showed that a signtlicantis  higher

=y

{
proportion o! judgments were made more accuratels yn the training 4‘33

condition than tn the ne training comdition. zZlinf) = 4 Ju.

p-.00!. The data are summarized in Table 2 .
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~ Conf idence
Condition Ansver Yes - %N _
Correct - 230 8
64.00% 2.13%
Training
Incorrect 103 23
27.46% 6.40%
W -
Correct 158 12 v
Jo. 10% 3.50%
No Training
Incorrect 149 24
43.40% 5.90%




The resuits of separate analsses /oi variance on the
Probability Test problems are smmmarized in Appendiy 6. A
comparison of the proportion of subjects who correctis angvered
cach problem. as & function of training. vieldéd significant
differences on problems 2. 3. 4. 7. B. 9. and 10, Although not
significant. the differences “on problems | and 6 vere in the

expected direction.

Ftnélkvv the “proportion of anssers consistent with the
representativeness and availabilits  heuristics vere colpared fur
the training and no trasning conditions. A measure of subjects
reliance on heuristicy sas oblained by dividing the nu-bei;ig

ansvers to  problems that vere cumsystent  with heuristics bs the

‘total number of ansvers In the training vondition. subjects

ansvers were conststent with peuristics for 76 of the probiems

Thus. subjects in the training condavivn relied un beud 1nUres for
19% of the probiems. in the no training condition. subjecty

ansvers wvere consistent «~ith heuristics fur lis (29%) of the
problems. A comparison of the binomial proportions foy relsance
on heuristics shoved that 3 significantis hnéhel propait ton of
answers  vere  consistent  wvith  the cepresentaliveness and
availability heuristics 1 the oo training condit jun than in the
training condition. z(inf) - -3.33. g GO0 (using a une-tailed

test). -

It should be noted that it vas not practical ts compare the

present findings. »n a problem by problem basis. vith the



4

-
v

s e
; -
i

NG A

- 73

lindings reported by Kahneman and Tvgysky {e.g . 1972). Kahneman
and  Tversky primarils  reported medjan estimates and modal
responses for their pro%}ens&» vhereas mean raspenses were
reported in the present study. Subjects in the Kahneman and
Tversky studies vwvere primarily high-school students. vhereas

thuse in the present study vere recruited from a university.

iaiscusﬁién

The findings o th. evperiment designed o investigate the
eifects of training on the qu.atilication of uncertainty ma: be
summari ted as follovs It 15 argued that the (S-minute training
sessiun served Lo mahe 3 statistical approach to the Probability
Test probiess mete sal.ent. Thix is not to aply that the
tratning session turned subjects tntu iastant statisticians. but
tather pave thems a winimal probability knoviedge base. The biiel
training session enabled subjects to correctls applv probabilit.
valvulus to a set of “diffivult problems” (Fong et al - 1956,
2813  These vere problems to vhich previousl: no subjects. sr
almust no subjects applied statistical principles The traintag
pot  onll  served tu sencitize subjects to  the prebabilistic
concepts. but wav hive enhanced subtects  accusars in asvessine

thetr answers to *he Probability Test problems.
‘ve
-ﬁa vds ubserved that the [S5-minute trzining sessi0n served to
inctease the proportion of objectively correct ansvers to the
Prubzpilalw Test—pryblems. 1t has been reporled that subjects”

jnﬂguéﬁts about t&t, birth-sequence pr@bien. engineer -Javeer

-

-
=~ &
"



problem and sc on frequently deviate rom objectively correct
ansvers (e g.. Tverskv & Kahneman. 1974) According to Tversky
and Kahneman (1974). this 1s due to the appl:cation of heuristics
(1.e.. representativeness and availabilitvj. This plenomenon is
seen as robust since experts {e.g.. professioﬁal psvchologists)
maka use of the same hearistics as lavpeople (Tverskv & Kahneman.
1971). Hovever. subjects vhu received the [5-minute training
sed®ion were mure likely to appls the nurmative {objectivels
correct) probabilistic concepts to the Tversky and Kahneman
aroblems un the present studn s Probabilits  Test These
prefiminary tindings suggest that shat 1s claimed to be 2 rabust

, .
phenomenon (1. e . reltance on heuristics) mav 1n fact be o weah

ufte

investigation :tudied the efterts of statistical training Jrum g
. g .y

The Fonpe et 4l (1986) training studies demonstrated that
statistical tratning served to enhance the use of statfatical
principles tn reasonsng  gbout  evervdav problems  Subject:

answers to these problems were couded lor the presengoe and qualits

of a ctatistical rvesponse. That 1s. subject. were not préesented

vith problems that had 4 “correct™ anseer  The present

P2
aormative standpuint. emphasizing objectivels correct judgments . - .

explicit the concepts necessar to wolve the probieme appeared to

be a reasonable approach tu reducing subjects reliance on the

representativeness and thilibil)[? heuristies

3

IR DAY
Uecomposing the task to simple units of understanding and making -
\ ,



75

Various interpretations may be offered to account tor the
pattern of findings reported bv Kahnewan and Tversky (1972. 1973.

1952: Tversky & Kahneman. 1971. [97d).

a) Subjects used the representativeness and availability
heuristics to make their judgments although they understood
the normative probabilistic concepts. This vould be evidence

for the robustness of heuristics.

b) Subjects wused heuristics that deviated from both objectivel:
correct solutions and the hvpothesized representatjveness and

svailability heuristics (Olsop. 1976).

«) Subjects mav not upderstand the normative probabilistic

cvoncepts. This intergretation suggests that if vou sensitize
.

peuple to the proper application wof theé COnCepls vou Can

reduce their reliance on heuristics.

The latter s the most cumpelling for 4 number of reasons.
Frrstiv. it may be that Kahneman and Tverske 's subjects vere not
sensitized to the normative concepts of probability Most of
Kahneman and Tverskv's subjects. with the exéeﬁtlon of the
protessional psvcholegists (1971). wvere high-school students It
1$ not surprising that these statistically unsophisticated
subjects did poorly and gave rather atypical ansvers in Kahneman
and Tversky's studiesig Secondly. the present study's preliminary
findings indicate that ugraduate&[ training in psychological

statistics is' not sufficient to guarantee expertise in
) .
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probability calculus or statistics. The results of an ANOVA
comparing the mean Probability Knovledge Questionnaire scores ol
“experts” and “povices®, as classilied un the TVERng and
KAHNEMAN factor. shoved no statistical differences. Thirdlv. the
TVERSKY and KAHNEMAN “novices.® vho received training. correctly
solved a significantly higher proportion of Prebability Test
problems than the TVERSKY and KAHNENAN “experts® withvut
training. This result suggests that the TVERSKY and KAHNEMAN
“experts® whu dJdid not receive training mas not have had an

adequate probability knovledge base.

Training served tu enhance subjects accuracy 1n assessing
vhether or not they had applied the proper concepts to the
Probability Test problems. Hovever. this tinding mav be due to
differences .rn the number o! correct ansvers in the tratnine and
no trainine vonditions. A more appropriate measure of accuracs
wuuld' have been to have subjects indicate un each problem whelher
thev belisved their ansver was correct ot not befoure the
indicated shether or not thev wvere confident that the: had
applied the proper concept tv the problem. Training served to
enhance subjeé%s' conlidence that they had applied Llhe propes
concepts to the I obability Test problems ovn which thev were
correct. ﬁontrary to the'previous findings (e.g,.ﬁ:gkinpu 1965) .
subjects ého received training did not become uvercontident 1n
their judgments reilative to subjects who did not receive
training. That is. although subjects vho received £}aining

indicated wmore confidence in their correct ansvers. their



confidence ratings in their incorrect ansvers vere not out of
proportion to the ratings of subjects wvho did did not receive
training. Howvever. consistent with the previous literature
(e.g.. Hoch. 1985). subjects vere overconfident in their true
judgmental abilities. as evidenced by the proportion of incorrect

ansvers on vhich subjects indicated thev vere confident.

The preliminary study repurted here demonstrated that
training served to make a statistical approach to the Probability
Test problems more salient. It s important to note that the
training effects in the present study did not appear ‘o be in the

form ol a memorv about hov to “map” the concepis onto the
Probability Test problems. That is. it did not appear to be the
case that subjects simply memorized the answérs to the
Probability Knovledge Uuestivnnatre problems and strictfy applied
the same ansvers tou the Probabilitsy Test problems. Had this been
tle case. 1t could be argued that the trainiﬁg did not teach
subjects anvthing new at all To test this “memorv® hypothesis.
tvo independent reviewers rated the similaritv of the Probability
Knovledge Questionnaire problems to the Probability Test
problems. Both reviewerg indicated that problem 1 on the
Probability Knovledge Questionnaire vas similar to problems ! and
6 on the Probability Test involving the the concept of sample -
size and sampling variance and that problems 3. 4. and 5 on thec
érobabi)ity Knovledge Questionnaire vere dissimilar to'problems 4

and 10 on the Probability Test involving the concept of base

rates. A “memory“ hypothesis would predict a significant effect

° =

{?’R
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of training on pfoblels 1 and & on tie Probability Test due to-
the similarity of the training problem to the test problems  That
is. subjects memorized the law ot large numbers and applied the
principles to ﬁroblens 1 and 6 on the Probability Test because
these problems vere similar to the problem on which the lav of
large unumbers vas trained (e.g.. subjects simply respunded to

i
stated sample sizes). A “memory" hvpothesis would not predict a

significant eftect ot effect ol traiming on problems 1 and U due .

to the dissimilarity of the training problems tu the test
probiens, For example. the concept trained wn the ball and urn
problems was tested in substantially broader domains. that is.
the Jomain of judgments about the description ol a persvn and the
cab problelu This fact could ULe ewpected tu reduce "memors®
eftecty to a minimum. Howvever. the results of -éparate ANUVAs on
the Probability Test problems sﬂuved nv sxﬁnilifanl training
etfects un probiems | and 6. but a signilicant effect of training
wias observed on prublems 4 aﬁd 10 These results are 1pconsistent
vith a strict “memorv® hypothesis. out are consistent with 4
n{nilal ﬁ?obabilitu knovledge base hvpothesis  [ue to  the
temporal relatjonship between testing and training. 1t cuuld be
evpected MMt subjects wouid have the councepls 1n "active memury”®
at the time thevy vere asked tu answer the Probability Test
problems. Hovwever. the present f%ndings supgest that subjects
understood the applicability ot some concepts even when the
Probability Test pro?len vhich tested a particular concept was”
dissimilar to the Probability Knovledge Questionnaire problem on

]

<

A

Ay



&

. 79

vhich the concept had been trained. ' »

It is interesting tu note the apparent limitations of

- heuristics. The preliminary findings reported here demonstrated

that reliance on heuristics can be reduced as a result of a
15-minate training session. It appears that people use
heuristics to make judgments vhen thev do not knov hov to apply
the normative prebahilistic.concepts to the problems. This is not
to ilplyethat the present trai;%ng strategy was successtﬁl in
producing correct answers to all problems. There vere some
inconsistencies in the data.® For esample. a significant main
effect of training vas ubserved for the medical survey problé;
(problem ). but not for 'the maternity-vard and pollster problems
(problems 1 and 6). although all three problems involved the
application uf the lav ot large numbers. For example. the
maternitv-vard problem was a difticult pﬁabléu for subjects It
can be argued that this problem vas less ;ransp§¥ent (i ¢ . more
comples) than the pollster problem. The correct answer to the
lategnitywvard problem can be elicited by recognizing that a dagj
on which more than 60% uf babies born are bovs 15 a departure
from the ideal that about 5U% o1 all babies are bovs. And sog
one h?,s greater confidence in a laf%er sample. vne should esﬂﬁ
that the smaller hospital will record more davs on vhich over 60%
of the babies Yorn are bovs. Overall. hovever. the training

@ -
condition did serve to increase the propoktion of correct ansvers

to the Probability Test problems relative tl the no training

condition. Future "studies cpuld better explore individual

i

-
m-
w
«
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problems bv including larger samples of subjects or a smaller
subset of‘ problems dealing vith onlv one concept (e.g.. Fong et
al.. 1986). It was also observed . that the difference 1n the
proportion of problems correctly solved bv TVERSKY and KAHNENAN's
“expérts‘ and “novices” wvas not significant on the Probability
Knovliedge Questionnaire. but vas significant on the Probability
Test. One efplanation for this inconsistencv is that svame ol the
“experts” (PhDs and graduate students) had been evpused to some
of the Kzhneman and Tversky problems 1n their course training.
This vas mentioned to the experimenter by a few subjects Other
limitations of the present preliminary studv should alse be
noted. Eirst. future research should include larver and random
samples o! Phbs and graduate étudqgts‘=tu ensure that more
representative samples be obtained. Secondlv. the present studs
had tvo major toqgitxuns: a control gruup given nu training and
an eiperimentat grouﬁ trained, in probabiiits calculus. Although
it is «clear that the training had a signilicant effect om
Probability Test performance and provided preliminary inforsation
vn  why people use heuwristics ;and their robustness, it 15 not
clear what specitic features ol“ the training sessivn vere
saccesstul 1p sensitizing subjects to the concepts gosted ﬁﬁ may
be that the diagrams ‘were more effective than the verbal
evplanations or that the rombination of both vas mure effective
than either alone. Future research could assess the effectiveness .
of different kinds of training to see i there is an effect.

Finally. the“training effects accu;?%d vhen the concepts vere
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tested immediately after training. Althouéi the preliminary
findings indicate that reliance on heuristics can be reduced with
training. future research could assess the effects of training on
the use of heuristics vhen the temporal relation betveen training

and testing is delayed in time.

’9
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The feollowing descriptioh ot an individual was randomly drawn
from a sample of 1UU descriptions of which 70 vere ol lawvers and
30 vere of engineers:

Dan is a 45-vear-old man. He is married and has four children. He
is generally conservative. careful, and ambitious. He shovs no
interest in political and social issues and spends most’ of his
free time on_ his many hobbies which include home carpentry.
sailing, and mathematical puzzles.

The probability that Dan is one of the 70 lawvers in the sample

ot 100 is ___ %

&

How contident are vou ot vour probability estimate (circle vne):

T B e Il T B I T T
)& Verv Not Ver:
*
Y |
! i
&
. .
(s °
- -~ »
&,
b

N
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A coloured ball was .randomly drawn from an urn containing a

sample of 100 balls of which 70 ¥Bfe blue and 30 were red.
]

n
»

The probability of draving one of the blue balls from the sample
Jz —

of 100 is ____%.

Hov confident are vou of vour probability estimate (circle one):

SRS (RS RS J T SR SR AR (R PO S

Very ' ] Net Very

— . N
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The folloving description of an individual was randomly drawn
from a sample ot 100 descriptions ot which 70 were ut lawvers and i

30 were of engineers:

Dan is a 30-year-old man. He is married with no children. A man
of high ability and high motivation, he promises to be quite
successful in his field. He is well liked by his colleages.

|
The probability that Dan is one of the 30 engineers in the sample

of 100 iy %. N
— F

Huw contident are vou wf vour Pmb"f(*}tff estimate {(circle vne):
B T T kT S SRS

Very Not Verv

L 4
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y ]

A coloured ball wag randomly drawn from an urn containing a

sample of 100 balls of which ~ 30 were blue. 18 were red. and 22

were vhite. :

The probability of draving one of the red balls from the sample

of 130 is ___%. »

How confident are vou of vour probability estimate (circle one):

S R S TCU SO (UUE SR S R R
Very : 4 Not Verv
v
'4'\,
3
" ®
\// "
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Determine the grobability that at least two people in a group of

23 randomly selected people share the same birthday-(i.e.. same

month and day). Assume that there are 365 davs in a vear (i.e..

not a leap ygar)a

The probability that at least two people in a group of 23 people

share the same birthdav is %.

How confident are vou of vour probdbility estimate (circie une):
R T R R T T T ST T T

" Very . Not Very
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4 Six married couples are standing “in a room. If 4 people are

. selected at random, determine the probability that 2 married

couples are selected.

A3

! The probability that 2 married couples are selected is —_—.

————— -

How confident are you of vour probability estimate (circle cne):
e Ty il TS T SRS R . S

e — Very Not Very

—u
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Describe jn youf own vords what is meant by each of the following

statements:

The probability of precipitation tomorrow is .3

" The probability of a particular student graduating from W.L.U. is

s .

y The probability of a particular horse vinning the third race at

e Woodbine is .06

”
The probability of winning the lettery is .0000008
The probability of an odd number appearing in a single tusy of a
fair die is .5
& 3 o % o - ’
The probability of a major storm touching down in exactly the
-— -same place twice is U
The probability uf being the victim of a violent crime such as
murder. rage. robbery. or aggravated assault within the next iy
months is .02 '
) S .
}

-4

e
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. Consider a coin. svmmetric . and delicatelv labeled Head on one

side and Tail on the other. Toss the coin 10 times and record

the number of Heads. Toss the coin 100 times and record the -

L
number of Heads. In which case would you expect the proportion

of Heads to be closer to .57
;
a) 10 toss case
b) 100 toss case
¢) both equallv likely
d) don't know

L3

. Toss a symmetric, del%cately labeled coin (labeled Head on one

)

side and Tail on the other) 5 times. Two pussible sequences

are given below. <
DHHHEE o
2)HTTHT
Is
“ . a) | most plausible

b) 2 most plausible
¢) both equally plausible
d) don't know

i)™

Ve A
-

o
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3. Consider 2 urns containing red and black balls, identical
¢

except for colour.

W

Orn 1 ~ Urn 11
' @0 red 10 red o
; 20 black 90 black

Select a2 ball at randos from urn I.

What is the probability of obtaining a red ball?

Ak kK A A A A A A X A A Xk A & A Kk A A 2 A Kk Kk A &2 A K A K K A

® » P ¥ > % P X W

-

KA A A R A A R k% A R K A A A K A A K A K AA K A K A&

4. Say an urn vas chusen ot random and a red ball is drawn. What

is the probability that“ the ball was chogen from urn I?

A A Kk A A R & Rk A A x Ak A A A A K A & A Kk A A K A J B & & &

L]

X & A k k & A Kk k A K R A A Ak A kK kK K A kK A A Kk A kK & & & 3

3

L I - R L S )

- - A A I I

~,
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5. Say that urn I'@eighs 100 1bs and urn II weighs 20 lbs. An

urn is chosen at random by a technician. Jﬁowevere the .

technician must carry the urn 50 ft before a ball is drawn.

ES

If the ball chosen is red, calculate the probability the ball

is chosen. from urn I. -y
i # . 32

A A A Rk kK A Kk kK A kA Kk K A K A A KA A A A K D oKk K K Kk &
- -

J ' 4

n

A oA A R A Kk R A K A Kk X & A kM A A A A R K& A K AR K K K &

» ¥ > m e »w W W
> > ® * x ¥ * » »
S

Would vou answer yuestion 5 differently if yvou knew that the

technician was an athlete? & . _

On the average. how many times mwst o die be thrown until one

°

gets a b7
]
k A KA A A & A A KX A A K Xk & A k2 kK &k A & & K Kk A & A &K R Kk . k 2
% *
& &
* #
& e &
% LY
* &
* *
* N & ¢
A kK A A A 4+ A K A Kk K A A A A K Kk A Kk &k kK K A & K & K K& K * k £ y
)
J
,
L .
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X and- Y are positively correlated. Would vou have more
confidence in predic{ing -

a) X from Y

;;) Y from X

c) equal confidence ina or b
d) don't know

8. ,Consider t?word DOGS. How many sequences, with repetition of

Y,

it

W xr
e s A

letters, cZ% one form with these 4 letters?
W
L3 4 &
#k*‘k*%;\**z*k*ik*t***t"k%ki&*fkikk

Pl

% ® o P W N W N
3
S O S S

*tﬁ*t‘kﬁtﬁ*kkikﬁik'ﬁko\i*k#ﬁ*ki**

In the vord DOGS. how manv sequences, without repetition of

letters. can one form?
*
k**k%*i*ﬁﬁ**khk****‘kA*i*ﬁ*ti***

¥ % B N X ¥ X I W »
w
!
® ¥ ¥ B B % o ¥ »

Ak k & Kk k k kA k k ok & kK kK k & %k Kk k kK k k k k & k & * k& %

i
ER I[

oy

e



o &
¥ - %

10. A 3 man jurv has 2 members each of vhom independentiy-hts a

&

probabilitv.p of making a correct decision and a third member

who flips a coin for each decision (majority rules).

Al man jurv has probability p of making the correct decision.

[

Which jury has the higher probability of¥making a correct

tyr

"‘V’ . B ‘*7,
decision? ‘
3 a) the 3 man jury
b) the I man jury™
- ¢) both eduallv
d) don’t know ‘ -

-
"r

&

<
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Additional Problem }
T

Consider choosing' people and record the amount of monev the.
carry. It is knovn that the number of people vho carry more than

$20.00 is equal to the number of people vho carrv less than

$20.00.

Y

;iv vou. 1) pick one person and record the amount of monev
he or she carries. ~
Z) pick three pecple and determine the amount of
money they c¢arry Order the amounts from
smallest to largest and record the middle
amount . B

~
N

If vou vere to repeat the above procedures many times. vould °

j
a) Nethod | have more people with cash
greater than $30.00
b) Nethod 2 have more people with cash
greater than $30.00 J
€) both eégual
d) don’t knowv
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1. A certain town 1is served bv tvo hospitals. In the larger
hospital about 45 babies are born each day. and in the smallker
abo;f~ 15 babies are borh each day.iﬁs vou knov. about 50
percent of all babies are boys. Hovever. the exact percentage
varies from day to day. Sometimes it may be higher than 50
percent. sometimes lover.

For a period of 1 vear. each hospital recorded the davs on
which more than 60 percent of the babies born were bovs. Which

hospital do vou think recorded more such davs?

a) the larger hospital
b) the smaller hospital
¢} about the same

d) don't know

Do vou teel that vou have applied the proper concept in this

problem? (Circle one)

Yes No

S
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-

. All families of siy children in a citv vere surveved. In 72

families the exact order of births ot bovy (B) and girls (G)

vas G BGBBG. L

What is vour estimate of the number of families surveved in

vhich the exact order of births wvas BG B BB B?

tniﬂit*iikkti*iikﬁkﬁiikﬁg,ﬁﬁttk
E

"

» B w O »> B B B o % W

tt&k‘tkﬁ*ttttkﬁltL‘ﬂAAAAAlﬂAAAA

b

Do vou feel that wou have applied the proper concept in_this

problem? {Circle one)

Yes No

‘r

q.

> B ® * » B

&
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3. A medical survevy is being held to study some factors

pertaining to coronary diseases. Two teams are collecting
data. One checks three men a day. and the other checks one man
a day. These men are chosen randomly from the popugation. Each
man's height is measured during the checkup. The average
height of adult males is 5 ft 10 in. and there are as many men
vhose height is above average as there are- men vhose height is
below average. .

The team checking three men 2 day ranks them with respect

to their height. and counts the days on which” the height ot

the middle man is more than 5 ft 11 in. The other team merely .

counts the days on which the man they checked vas taller than

5 ft 11 in. Which team do vou think counted more such davs?

ﬂ*tkkt*Aﬂtﬂ'tkk*ﬂﬂii.\*&l*kﬂikﬂlA
[
)
Y
A
»
L3
A
3
A

A R A R Kk A x A Kk % x A & K k Kk A Kk « A A A A A kK Kk A % k 4

Do vou “Teel that vou have applied the proper concept in this

problem? (Circle one)

Yes No
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4. A panel of psychologists has interviewed and administered

personalitv tests to 30 engineers and 70 lawvers. all
successful in their respective ticlds. On the basis ol this
information. thumbnail descriptions of the 30 engineers and 70
lawyers have been written. You will find belov a single
description «chosen at random from the 100 available
v

descriptions. Pleasge indicate vour probabilitv that the person
described is a lawver.

Jack is a 45-vear-old man. He is married and has tour
children. He is generally conservative. careful., und
ambitious. He shows no interest in political and social issues
and spends most of his free time on his manv hobbies which
‘include home carpentry. sailing. and mathematical puzzles.

The probabilitv that Jack is one of the 70 lawvers in the

sample of 100 is:

A ok % & & K 3 s 3 2 5 & R X 2 X & K K A & b & Ak K &t @ s

=X N o o ® % o»

qﬁ:&.&(kkkﬁ.stk,ts\kk##tlsxxtiAl\Ai{AAAA

bo vou feel that vou have applied the proper concept 1n this

problem?! (Circle oune)

Yes Nu

» e B = o e > B B e

v
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5. The average heigﬁt of *~ American college men is 175 cm. Three

files were randomly drawn from a college registrar’'s office.

belonging tov John. Mike. and Bob. Which outcome is more likely

W

vith respect to the heights of these three men?

a) John (178 cm), Mike (170 cm), Bob (176 cm)
b) John (177 cm), Mike (177 cm), Bob (177 cm)
c) both equally likelv

d) don‘t know

Do vou teel that vou have applied the proper concept in this

W

problem? (Circle one)

Yes No

. Two pollsters are conducting a survey to estimate the

fr

proportion of voters who intend to vote YES on a certain
referendum. Firm A is surveyving a sample of 300 individuals.
Firm B is surveving a sample of 1.000 individuals. Whése
estimate would vou be more cuntfident in accepting?

a) FirmA's

b) Firm B's

¢) about the same

d) don't know

bo vou feel that vou have applied the proper concept in this

problem? (Circle one)

Yes Ne
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7. In which prediction would vou have preater confidence?
. \ a) the prediction ot a man's weight from his
‘ height
b) the prediction of a man's height from his
weight
c) equal confidence in a or b
d) don't know
Do youc‘feel that you have applied the proper concept in this

problem? (Circle one)

Yes No
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<

8. Consider the following two structures. A and B, which are

displaved below.

(4) (B)

XXXXXXXX XX

XXXXXXXX XX

XXXXXXXX XX
XX o

XX

- XX

- XX

XX

XX

- A path in a structure is a line that connects an element in
the top row to an element in the bottom rov. and passes

through one and only one element in each row.

In which of the structures are there more paths’

a) Structure A
b) Structure B
¢ ¢) the same in A and B
d) don't know
Du vou fteel that vou have applied the proper cuncept in this

problem? (Circle one)

Yes No
]
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9. Hov many paths do vou think there are ir each structure?’.

i /
B A A A & Kk R A A A Kk Kk K R A A Kk & A KA A Kk kK A A & A & A A

e

»

&
A
3
*
®
*
*
&
&
A oA A kK kX kK A A %k Kk A & Kk k K & &k k A K K Kk & K K ® Kk % & Kk K

w> o X N K N N ® o »

[

Do you feel that vou have applied the pruper concept 1n tlu//«;.

problem? (Cirele one)

Yes No -

«_
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10. A cab wvas involved in a hit and run accident at night. Two
cab companies. the Green and the Blue. operate in the city.
You are given the following data: (a) 85% of the cabs inm the

city are Green and 15% are Blue. (b) a2 vitness identified the

P
cab as Blue. The court tested the reliability of the witness
under the same circumstances that existed on the night of the
accident and concluded that the vitness correctly identified
each of the tvogcolours 80% of the time and failed 20% of {he
time. v
; What is the probability that the cab involved in the accident
wvas Blue rather than Green?
}3 k*kk*&kkQtaktk*k*tikttikﬁ’}*ﬁi&k
, ) .
& k“%
2 3
&
@ ! A
&
3
A
& & A x % K & A A Kk & A & K X A KX X x KX kA K X x x % X A K & &
Do vou 1teel that vou have applied the proper concept in this
- “ problem? (Circle one) »

z ® o® X R B 3 A P @
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Appendix D

Training Procedure and Diagrams -

(3}

g

-
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- #F _Problem 1
2

if vou toss-a coin in the air. yog are certaiﬂ‘gt will come
dbvn. b y;i are not certain that. say, a Head wil{ appear.” We
use probabxlxty to quantify uncertainty. Problem 1 asks in which -
case would you expect the proport:on of Heads to be closer to ‘5
Most people know that vhen the probability of an event occurring
is .5 then half of the time. on average. the event vill occur{
Howevé}. fever people realize that the average maywapproach 50,
percent only after a large quuber of independent repetitions of

the event. /f
7

Consider the evént tossin§ a coin twicd. [Subjects are
shovn diagram (Dla am 1) of tvo toss case] The event of interest

is the proportnon of Heads On %the first toss. you can have a H

‘ur T and on'the second toss. vou can have a \H or T The 4
4 e

possible outcomes are ... [vrite on diagram H H.

T] If vou toss H on the first toss and H on the secund toss. the

proportion_ of Hgads \gs I: it vou toss T on the first toss and T
on the second toss. the proportion of Heads is 0. However. if
vou toss H on the tirst toss and T on the second toss or T on the
tirst toss and H on the second toss. the propértibn of Heads is

.5. In the short run, that is. vith a“tHO‘toss‘case. the variance

in the proportion of Heads is quite large.

Consider the diagram plotting the proportion of Heads as a
function of ~the number of times 2 coin has been tossed (Diagram

2). The preportion of Heads is determined by dividing the number

i



]

vith a very large number of tosse

constant. The constant value is the probahxlxtv assigned to the

.event tossing a Hea’ Hovever. in the short run. that is. vith a

very small number ef tosses. large variations in the propﬂrtlon

t -Heads - can occur. For example. vith the 2 toss case the -

'praportlon of Heads vas | or 2 Heads out of 2 lossex with the |0

toss case the proportion of Heads vag 2 or 2 Hea&s out of 1o
tosses. With the 1000 toss case. the proﬁbrtiun of Heads was

or 400‘H¢ads out of 1000 tosses and vtth the 10.000 toss case the

praportxcn of Heads vas .49 or 4,900 Heads out of 10.00U tusses —

As vou c;n see. the proportion of Heads“tlusters around the

constant p\3 .5 as the number oi‘iqssos n the 5anple«nn¢r@isﬁs

2

approaches a.

«
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- Problem 2

The events of interest in problem 2 are the numbéf ot
possible sequences of Heads and Tails pot the number of Heads or
Tails in any particular sequence. There are tvo possible outcomes
on any coin toss (Head or Tail). The outcomes of coin tosses are
independent of each other. That is. vhether a Head or Tail

appeared on the first toss will not influence whether a Head or

~Tatl will appear on the second toss and so un. [Show subjects

diagram (Diagram 3) ot 5 tuss case]

Consider the diagram. The tirst toss can be Head or Tail. If

the tirst tuss is Head. the second toss can be Head or Tail and

* so on. I vou tuss a coin 5 times. there are 2 X2 X2 X2 X2 -

32 possible vutcomes. [The 32 possible sequences are shown on the
diagram). 11 you were tu repeatedly toss a coin 5 times and
observe the sequences of Heads and/or Tails that appear. then
each sequence would appear. on average. with equal probability or

1 in 32 times.

116
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Problem 3
’ r
Urn 1| contains a total of 100 coloured balls. 0f these 100

balls. 80 are red and 20 are black. The total possibilities are

that the ball drawn from Urn I is r{h or black. Because the total
possibilities are red or black, wé add the.number of red and
black balls. Therefore. the total ﬁossibilities are 80 red balls
+ 20 black balls = 100. The event of interest in problem 3 is
drawing a red ball from Urn-I. There are 80 red balls in Urn I.
On average then. yuu would expect to draw a red ball from Urn I

BU/(80 + 20) or 80/100 times which equals .8.

i1

k2



o

Problem 4

The tofal possibilities are that the ball is drawn trom Urn
I or Urn 1I. The Urn was chosen at random. If the process vhereby

the Urn vas selected is truly random. then halt of the time, on

average, Urn I will be chosen and half of the time Urn II gill be

chosen. To randomly choose an Urn vou might c;;;{E;;\fﬁssing a
COiniﬁif Head then choose Urn I and if Tail then chouse Urn I1.
In fhe long run. vou would expect to chovse Urn | hal¥ of the
time and Urn II halt of the time. [Shiuw subjects diagram (Diaprum
4]
The event of interest in problem 4 is 4 red ball chusen Irum
Urn I. The total possibilities are Urn I or Urn I1. All vou Knuw
is that a red ball was drawn. you don't know from which Urn. The
sample spare thén is Urn [ and red or Urn Il and red. The
Gai;ubabilitv vt selecting a red ball from Urn I equals Su/(iuu).

The probabilitv: ot selecting a red ball from Urn 11 equals

10/{1w0). A correctivn factor is included to account tor

randomness We know that. on average. Urn I will be chusen 1/2 Qi
the time and Urn Il will be ¢hosen 1/2 ot the time. We multiply
the probability of choosing a red ball trom Urn 1 by 1/2 and we
multiply the probability ut chousing a red ball from Urn 11 by
1/2. Because the red ball could be chusen trom Urn I or Urn I1.
we add the two to obtain the total possibilities of choosing a
red ball. The event of interest is choosing a red ball from Urn

I. You knov from problem 3 that the probability of drawing a red
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ball from Urn I e&uals 80/(80 + 20). You multiply the probability
i
} .

by 1/2 because of randomness. “The solution is obtained by

dividing the event of interest bv the total possibilities. ¥
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/\./
L4

Red (80/100)

Urn I -

Black (20/100)

Red (10/100)

Urn 11

Black (90/100)
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Problem 5 . -

o
g

Problem 5 1is similar tu problem J except vou are given

2 additional jnfornation about the Urns, that is. Urn I weighs 100

pounds and Urn 1[I yeighs 20 pounds and the technician must carr%
the Urn 50 feet. If you feel that there should be a change in the
correction factor to include other information then change the
correction factor of /2 (assigned because of randomness) in
problem 5. [Show subjects diapram (Diagram 5)]. However.
changing the correctiuvn tactor iy not an arbifrary matter. The
correction factor may be changed to include vther infurmation but
vou cannut ignore the basic intormation. that is. the number ot
red and black balls in the Urns. For example. it wvou feel the

4
technician might tire carrving a 100 pound Urn-59 feet repeatedl~
7

I3
“bétore drawing a ball., vou might want to assign a smaller

correction tactor to Urn I than tu Urn 1. sav 1/1. A;thuugh
selection of an Urn is random. vou may feel that the technician
might go tv the 20 pound Urn more because he has a sore back and
doesn't want to carr§ the 100 pound Urn tov manv times. Assigning

a lover courrection factor to the heavier Urn is subjective, i.e..

.vou may feel the technician isn’t honest. If Urn [ is assigned a

correction tactor of 1/3 indicating that vou think the technician
will go to Urn 1. on average 1 in 4 times rather than | in 2
times. then Urn II is assigned a correction facgor of (1 - 1A) =
3/4. Here are some calculations using the basic information but

using different correction factors for each Urn (Diagram 6).
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You don't have to change the correction factor at all. You
may use 1/2 as in problem 4. There are nu right or wrong ansvers

tor problem 5 provided the basic intormation is not _ignored.
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Red (80/100)

Urn 1

Black (20/100)

Red (10/100)

Urn II

Black (90/100)
G
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—
gral (1/10)
Ura I1 (9/10) _
- 1/10 X°(80/100) .04
= s .31

Q\} 1/10 X (80/100} + 9/10 X (10/100) .04 + .09

gra I (2/10)
Orn [I (8/10) -

2/10 X (80/100) ) .08
- » = .5
2/10 X (80/100) - 8/10 X (10/100) .08 + .08

Omm [ (3/10)
Ora II (7/10)

3/10 X (80/100) i .12
. s B wwwmmecaw * »63

3/10 X (80/100) -~ 7/10 X (10/100 2+ 19

=]

Oral (4/10)
Ora 11 (6/10)

4/10 X (80/100) .16
. . .73

4710 X (80/100) + 6/10 X (10/100) .16 « .06
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L g

Problem 6

Problem 6 is similar to problem |. Recall that if vou tess

a coin 10,000 times you expect. Gn‘bvegage. 5.000 Heads and 5.000

i
Tails. [Show subjects diagram plotting proportion of Heads trom

problem 1 (Diagram 2)] y o T o
e . -
With a die. there are 6 possible outcomes, that is., 1. 2. 3. b

4. 5. and 6. If .vou roll a die 6.000 times you expect. on

average. 1.000 1‘s, 1,000 2°'s ... 1,000 6's. Therefore. vou would

etpec? to roll a 6 one in six times (1/6 = .167).

*

a

o



Problem 7 ~<

{If X and ¥ -are positively correlated. then as values-of

increase the corresponding values of ¥ increase. [Show subjects

diagia- (Diagram 7)] The points. vhich represent pairs of X“andax~;

g

values:“spreld from lover left to upper right. A numerical indev

called the c&%relation caq}l:caent expresses the degree of the

g

L@ :
relationship betveen the X and Y values. Using the Tormula ve fit

& line through ,the points  As yoé can see. the points clustey
elosel?_>arou;a the plott}d - line ﬁs compared to [move pen un
diagram] this line. The problem asks wheihrr vou would have mote
confidence i predicting ﬁalups ot X ?ron valuv; ol Ya>$ from X,
or equal confidence im both. By dravtﬁg & styratoht line up from

the X axis at x! to the plotted line and then drawing.a straight

line from the point of intersection on the plotted line to the ¥

ai1s (vi). sou can see that predicting vi from v! 15 the same a3
*

predicting v! from vl : y

&,

F .
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I
£ &‘"{ﬁ
-~ h ‘
The prediction of X(Y) from Y(X)
Y-axis ’
*
.oyl
N xl
X-ax%s
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Problem ~

K
t

The event ol interest in problem = 33 the number ol
sequeqr;s. vith repetition of letters. ong_ can torm with |
letters. You have the letters D, 0, G. and 5. and vou vamt teo
" knov hov manv possible 4 letter sequences vou can form. vith
repetition of letters. That is. vou can use. sav. the letter D in
thé‘first, second, third. and/or fourth letter position to fourm g
) letifr sequence. In the diavram (Diavram 5). each letter
pusition 15 represented as a compartment. with each compartment
containing 4 letters (4 choices ot a letter for each positiun)
There are 4 letters that can appear in the tirst pusition. 4 1n
the second pusition. 4 in the third pbs{t:un. and 4 in the lnhrth

t
position,m [Shov subjects first two paths of diagram (Dravram )]
Theretore. there are 3 %X 3% 3 X 3 : 25 possible § letter
sequences that can be formed. vith repetition ol letters. from

the wotrd [UGS. _—
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U013 1504
493397
Y31ano4

v0131504
49139]
Pyl

u0131504
493197
puodag

U013 1504
421391
3S414
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‘e

uo131504
193337
y34n04

uoL31504d
483397
patyy

uo13150g

4933187
pu0d3g

uo13150d
433397
3S414
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£ Proplem 9 S

Problem 9 is similar to problem 8 except that the
compartment options decrease by one as vou make a choice for each
letter position (remember., you may not use a letter more than
once in any sequence). In the diagram (Diagram 10). each letter

!

position is represented as a compartment. The number of letter

options decreases by one in each compartment. When a letter is

chosen for a letter position it cannot be used in anv other

letter position and is dropped from the subsequent coapartiment(s ]

“as an option. Therefore. vou have 4 X3 X2 X 1 = 21 possible 4

lefi?r sequences that can be tormed. without repetition ot
letters, from the word DOGS. The 24 possible sequence are: [Show

subjects first two paths of diagram (Diagram il)]
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¥ ]

uo13150g
493397
y34n04

u013150g
493197
patyl

-

u013150g
431397
puodag

uo131504
NELEEY
15414

\



g 0 9 0 S 9 S uotlLsod
1.. gmuumg

Y3anog

uo131504

9 0SS 0S 9°
_ 493397
i 4< x Z< § patyy

S 9 @ 8131504

; . S 90
u 433397
/ / \ \F B

S 9 0 0 uo131504
v V 493397
, 3s414
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— Problem 1V

The event ot interest is which jurv has the higher
probability of making a correct decision. There are three

possibilities of making a correct decision for the 3 man jury.

The first possibility is obtained if the 2 members. each of
wvhom independently has a probabilitv p of making a correct'
decision, both make a «correct decision. Majorit. vrules. su the
third member whu flips a coin tor each decision is not included
in the decision. Because the decisiuns of  members are
independent . we multiply p X p.

¢
~
—

1) pXyp-=<

A secund possibility of making a correct decision is
oﬂfﬁined it the {irst member makes a correct decisivn and the
second member mahes an ipcorrect decision  Probabilities or
pruoportions fall between U and 1. Thereture. it the probabilit:
ot @ correct decision iy p then the probability ot an incorrect
decivion is | - p. The third member whu flips a coin for each
decision will be included in tH& decisiun. The third member
will. on average. make a correct decision /2 uf the time

2

20 p % (1-p) X 1/2 = 1/2p - 112p

A third possibility of making a currect decision is obtained

if the first member makes an incorrect decision and the second
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member makes a correct decision. The third member. who flifs a
coin tor each decision will be included in this decision.
- \‘i
i

2

3) (1-p) X p X 1/2 = 1/2p - 1/2p

Therefore, there are fhree wayvs the 3 man jury can make a
correct decision, that {S. 1} or 2) or 3). The total
possibilities of making a correct decision is vbtained by adding
1y « 2) + 3) to obtain:

2 2 2

P2p - 12p o+ (112p - UZp ) + p

2 2

p-p +p

it

o -

(1]

b
The 1 man jury alse has probability p of making the correct
decision. Thereture. the 3 man jurv is equally likelv tv make u

correct decision.
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Additional Preblem

The event of interest is whether Methud 1 or Method 2 wilf
have more people with cash greater than $30.U0. All ve Know is
that the number of people wvho carry more than 320.U0 is equal to
the number of people who carry less than $20.00. [Show subjects

distribution of cash (Diagram 12)] There are three amounts less

than $20.00 ($5.00. $10.00. and $15.00) and three amounts greater -

than $20.00 ($30.06. $35.00. and S$40.00). It vuu were to put
these amounts on separate pieces of paper and drav either wne
piece of paper and record the amvunt (Methud 1) or three pieces
ol paper and ?écvrd the middle amount (Method ). vou would tind.
on average. that it is easier to drav une umount and have it

greater than $30.00 than it is to draw three amounts and have twu

~

_ . . . TR
greater than $3U.00. The variance will be larger in Methud | thun

in Method 2. It we were to restrictgzurselves to the 7 dollar
values shown on the hypothetical distributivn ot cash. vou can
see that the probability of selecting aydollar value greater than
»SiU 0 using Method 1 iy 2/7. Withkgﬁgihud 2. the probabilit. ol
celecting 2 dollar values greater than $30.0U0 45 2/7 X I/ -

4L
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Appéﬂai& E

ANOVA Table and“!eans and Standard Deviations fur
Probability Knowledge Questionnaire Scores



SOURCE $s DF NS F P
G&C-0 159.612 1 159.612 169.612  .000
TAK 2.112 | 2.112 2.241 139
G&C-0 \ T&K 212 2.112 2.241 139
RES1DUAL _ 71.650 76 943

TOTAL g 235.487 79 2.981

. GEBOTYS AND CLAXTON-OLDFIELD «classification (G&C-0).
TVERSKY and KAHNENAN classification (T&K)

- =
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4 A (1] [1] 1 JK1)
‘ﬂ" . ) | & ok ;
Ciassification Condition
Ve
Knovledge Education Trainming \o Training
Novice - Novice
¥

N 420 P
sSh y a3 8 97 -
h i it}

Novice - Expert
| 3199 3 R0
Sb it 8y - Wi
& 4

Easpert - Aquice (

(4 A

N b 2y b S0 %KH
§;D Y 64 w7y W(
N 1o 16

Expert - Expert E
y P 7o /
pi] A4.05 L
X b Hi]

Note. Mavimum score = 10



Appendis F

AROVA Table and Means and Standard Deviations
- Probability Test Scures ‘

£

for
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ANOYA Summar: Table lor Probability Texf Scores

SOURCE $S DF NS F P

— 3

G&C-0 61.250 1 61.250 27 189 wuo -

T&K © 11.25%0 ! 11.250 1.999 029

TRN 76.050 ] 7h U050« 34.758  _puu

G&C-0 + T&K 7 200 | To2un 3 196 7R

G&C-0 + TRN L3H1] I KO0 355 554

T&K « TRN 9800 i Y 500 4 350 X

G&C-0 « K&T « TRN 2 450 ] 245U 1 DKY sul
s RESIDUAL & 162 200 72 2254

TOTAL 33t oo 7y 4140

& -
=

Note.  GEBOTYS and CLANTON-OLDFIELD classitivation 1GsC-0y,
TVERSKY and KAHNEMAN classification (T&K). Yrainine (TEN)

-4
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Mean Probabjlity Test Scores as a Fupction of Classification

and Training
»
Classification Condition
Knowledge Education Training No Training
Novice - Novice
| 5.90 2.7U
sb 1.6b 0.95
N 10 . 1y
Nuvice - Eﬁpert
o 5.00 3.90
sh .82 U. 88
N v 1
Evpert - Novice
Y b.50 140
sh 1.65 1.51
\ 10 10
Espert - Expert
N .50 b1
sh 1.27 2.51
\ 1 10
Note. Maximum score = 10



Appendis G

Proportions ot Subjects Correctlv Answering the
Probability Test Problems

145
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Condition
Problem J Training No Training
1 .65 .52
2 e .75 20 *
3 .90 .65 *
4 1.00 B2 *
5 .10 13
b q.00 .92
7 .95 .67 *
5 . .42 A7
9 .32 A3 0x
] 22 .05 =
Ecnj(’.ﬁ" Ape U5
?
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