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INTRODUCTPTION

A traditional aim of geographic research has been to
describe and expiain spatial patte;ns of objects and events
(Harvey, 1969). Pattern can be defined as a characteristic of
spatial arrangement and implies some ¥ort of detectable
organization or spatial relationship between elements of&the
observed phenomena. Since it is quite unlikely that
éeographic distributjons are a result of equally probable
evénts and thus conceptualized as purely random, it is there-

fore expected that most map patterns will reflect some sort

of system or order (Dacey, 1964) .

Geographic phenomena distributed in space can be
conceptualized in three basic geometric forms; points, lines
and areas. These geometric forms are representative of

/

numerous objects and by conceptualizing the elements of spatial
patterns inione of these ways it is possible to translate
information about the pattern into mathematical languade.
Typical examples of patterns of points are the distribution
of cities in Canada, adopters of an innovation in a study
area or supermarkets in an urban area. Examples of patterns
"of lines include railway networks of particﬁlar countries
and information channels ﬁuch as telephone links., Patterns

of areas include such things as maps of soil types, climatic

types and surface geology. However, many patterns of areas

LS




can be represented in two dimensions as a:sét of contiguous,
non~ovérlapping, sﬁacg exhaustive polygons. éuch patterns
.are usually referred to as cellular networks by geographers
(Haggett, i967)~ Examples of such occurances in physical
geography are draiﬂ;ge basins (Woldenburg, 1970), cooiing
cracks in basalt (Beard, 1959; Smalley, .1966) and territories
of some birds and mammals (Nice, 1964; Hamilton, 1971) to name
a few, 1In human'geography (man - made patterns) there are such’
examples as central place hinterlands (Berry, 1967; WOldenbu¥g
and Berry, 1967), politico-administrative units (Haggetg, 1967),
market areas and bus service centres fGeiis and Boots, 1978)

This research concerns itself with patterns of areas
which can be considered cellular networks. However, there are
many aspects of cellular networks which can be studied. These
include for example, the features of individual units in the
patterns such as size, shape, relative locations and so on.
Furfher, such studies may conceP£rate on the networks at one
point in time or be dynamic and examine changes in these

features.

Geometry is an appropriate mathematical technique which
may be used to discuss aspects of spatial relationships'and
morphology and to generalize about spatial patterns. One
branch of geometry that t; particularly useful in this regard

is topology‘(Harvey, 1969, p. 218). 1In the present research
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on cellular networks it is the topologic property of contact

number ;hich is studied. Contact number is simply a count of -
the number of contacts between 6ne cell (area) in a network -
and adjacent cells. For example in Figure 1, the contaét

number of cell H is 6. It is a topoloéic measure since the :

exdent and nature of each contact is not considered.

More particularly, the study is concerned with the !
spatial arrangement or pattern of contact numbers within -
cellular networks. The arrangement of contact numbers is

: F . . - A .
studied because it can provide information about the spatial

‘.
structure’ of the cellular networks.

There are two fundamental reasons why it is important
for,geographers to study spatial structure. Firstly, the

relétionship between process and form (spatial structure) is

gene%ally accepted as a fundamental concern of geographers }:
(Harvey, 1969, p. 129). It is this concern which prompts

the researcher to examine map patterns in an effory to reveal

signs of spatial process. The researcher acknowledges that

to identify and descri%e a pattern within a network is not

necessarily to know the process at work in that network.

Properties of spatial structure may facilitate the analysis

concerning the processes influencing the pattern. When this

information is then set in a wider context it can contribute

to the understanding of process by providing a 'stepping stone'




Xl
Z

LTI T



’

in the explanation (Smith, 1975, p. 348). Secondly, quite

often in geographic research many processes (for example
migration, diffusion and demographic change) are examined by
study{ng their rates of occurance over space. Freqgquently,
the collection units for such data are in the form of cellular

-

networks, for example census tracts, police precincts, trade

areas, counties, provinces. In suc¢h instances, there is the ' —

-

-

possibility that the behavior of the data may be a func¢tion
of two kinds of fordgs: a) those inherent in the processes

themselves; and b) th;gé\iyéosed by the nature of the collection

- .

‘units. It is necessary, then, to know the latent spatial

structure (convolution of spatial interdependente and spatial
arrangement) of the areal units in the cellular network in
order to isolate the processes. In the present research, this

is done by examining the variable contact number.

>

Having obtained information (numerical) about the

- ' A4

latent spatial structure‘of the cellular network, pesearchers

may then relate this to the information about specific

| processes operating over the network. In turn, evaluation of

these relationships permits a conclusion to be drawn regarding
whether or not the processes and thelr rates are independent
of spatial structural components or afe an artifact of the

spatial structure of the areal units (Grlffth and- Jones, 1980,
' |

p.190). If the latter is the case, thig the humerical inform-

ation about the cellular network structure must be incorporated




into any models devised for evaluating spatial process..

Discussion of Related Studies

The first studies of cellular networks were mainly
analytical in nature and focused on the derivation of summary
statistics for various properties, for example, area, length
of perimeter, edge length, shébe of individual cells (Evans,
1945; Meirjering, 1953; Dacey, 1963; Corte and Higashi, 1964).
The most widely examipned variable is contact number. Haggett
(1965) was one of the first to examiﬁe contact number. At
first he suggested that examination ofbthe mean gontact number

value of a network might reveal something about the nature of

the process responsible for the network evolution (Haggett,

1965, p.51). BAs a result of his work other researchers began
to undertake similar studies. kRasheed, 1973; Smalley, 1966).
However, it was subsequently established (eg. Woldenburg, 1972
and Matschinski, 1969) that many of the properties studied,
including contact number, were insensitivg to differences in
the nature of the processesvgenerating the cellular ﬁet&orks
and consequently were of little énalytical value. Thus
stuq;es were developed primarily by means of Monte Carlo
simulation technigues to examine the complete distribution of
random variables describing propefties of the individual cells.
Crain (1972) for example derived the expected contact number

proportions for a Poisson generated pattern by a simulation

- X
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approach and Boots (1977) examiﬁed the distribution of contact

number values under three Hifferent ﬁetwork ggnefétions;/ | "
Poisson prochs, Compound negative binomial process and Smalley

process, to determine whether different generating proceéses

produce cellular.networks whose contact number, properties ;re

distinctive. -

There were also attempts to determine the natureﬂof the
relationships between individual properties either in pairs
(Crain, 1978) or Collectively (Boots, 1975). However, regardless
of the approach used ®#here was a limitation. The studies were
aspatial. Neither moment nor distribution measures reveal
anything about the arrangement of individual coﬁtdct numbers

within the networkj

Initially, there qgre'only a few exceptions to this

approach in geography which provided some vague and implicit
cons i eratiqné of geometric structure (Cox and“Agnew, 1974,
and BMdpts, 1975). Some studies unrelated to geography however
have concerned themseives with the arrangement characteristics
and exclusively with Eontact number. Aboav (1970) examined

a sample of 3,000 cells produced by taking sections through
polycrystalline magnesium oxide. For this sample Aboav found
that the value of m,, the average contact number for cells of
a given Contac£ number n, is described by )

m,b=5+28/n (3<n<8) (1)
»




-

which indicates that on average, cells with larger contact 3 ”

. number values are likely ‘to be surrounded by those with smaller

contact numbers and vice versa. Aboav interprets this result
, ) I
as an indication that the arrangement of grains in the polycrystal

is significantly non random.

In response to Aboav's empirical findings, Weaire(1974) . ‘ M
argues that Aboav's results are most likely to occur’undeg
the basic laws of topology and are thus indicative of a random
situation. He suggests that in networks which consist -
exclusively of trivalent vertices (ie. three and only three
edges are incident at each vertex in the network), ali edges

i
are straight lines and any cell and its immediate neighbours

average six cells, then

- €
mpb =5+ 6 /n (3< n< ®) (2)°
Since Aboav's material and most other empirical situations
do not satisfy the third of his conditions, Weaire suggests:
a more general form of (2), which is
;ﬁn=5+(6+p2)/n (3 <nfw) (3)
where 7% = Z(n - 6)2 fn

and f, is the proportion of cells with n sides.

-

Despite the discrepencies between these three equations
% .
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on the whole they indicate that on average cells with larger
contact number values are likely to be surrounded by cells
of smaller contact number values and vice versa.

il
1

|
|

| Boots (1979; 1980) explored the arrangement of contact
number values in 'geographical' cellular networks, épecifically
Indian admin%strative divisibns and English c¢ivil parishes,
using the Aboav and Weaire equations and cdncluded that the
arrangement of the divisions within the ove map patterns
are not significantly diff?rent from those 1 to arise

under chance conditions .

>

In further work with soap films, Aboav (1980) finds the

expression

m, =6 - a+ (6a + u2) / n (4)

3

where a is a constant equal to 1.2, and u, is the same as in

~equation (3). However, Boots (1982) is unable to find support

for Aboav (1980) in studies of theoretic models of random

networks.

Outline of the Study .

§
{
Chapter One has introduced the topic of thevresearch*aﬁd

the_research objective and also reviewed some related studiq%.

~
Chapter Two will deal with a description of the methodology'

v

10
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used in the an%lysis of the topologic structure of cellular !
networks. Chaﬁter Three introduces the data used in the analysis.
Chapter Four will present and analyze the results obtained from
the‘applicqtion of spatial autocorrelation statistics to the . :
netwérks and als? deal with problems associated with applying » X
this proeedure t? the data. Chapter Five presents an evaluation
of the spatial a&tocorrelation statistics and their behavior

in the context ofwthe'research. Chapter Six is a discussion

of the 'boundary broblem' as it affects the statistics and the

analysis of the cellular networks. Chapter Seven summarizes »

T estERm - -

the study's findings and discusses possible future research

in this area.
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METHODOLOGY

~ "

The approach adopted here to éxamine spatial structure
of cellular networks is to t;strthe topologic measure contact
number for spatial autocorrelation. Spatial.autocorrelation
is a measure of dependency within thé map pattern and ascertains ™
the extent to which the location of é variate wvalue at some
location within the pattern is related‘to values at other
locations., If there is a dependency over space, the data is
said to be spatially autocorrélated. Basically, if high values
of the variate at one 10cality’are associated with high values
at neighbouring localities, the spatial autocorrelation is
positive and if high and low values alternate the spatial
autocorrelation is negative. Thus it“may be argued that spatial
autocorrelation is an explicit measure of spatial structure

(Gatrell, 1977a; 1977b). Here the variable (variate value)

examined is contact number value of an individual cell (areal

‘unit) and so it can be suggested that what is being considered

is the topologic structure of the network. The specific research
question then becomes, 'What is the relationship between the

contact number value of a cell and that of neighbouring cells?’'

However, the intent of the research is not only to explore the

.

topologic structure but also to illustrate an approach to the
anélysis. Spatial autocorrelation studies represent a direct
contribution to the search for order in spatial phenomena and

test the notion of spatial independence, an assumption

]
]




underlying the use of various statistical procedures (Silk,

1979, p. 114).

*

Before attempting to discuss the research question and o

how one might measure this relationship using spatial auto-

correlation techniques it is necessary to consider the ways

-

T

in which cellular netyorks may be represented. Besides its -
original form (see Figure 2) the network may be represented
by its dual, an adjacency graph, G. 1In this transformation
the cells of the original cellular network become thé{vertices
of the adjacency graph (location for §uch vertices may exist
already as nodes in individual cells ;r may have to be
arbitriggdly assigned, but their location is of no consequence
since the research is concerned with the topologic structure)
and the boundaries between cells become the edges of G (sge
Figure 2). In this way contact numbers in the cellular
network become equated with the vertex degrees in G. In this
form the network is a connected plaqar graph. G, 1in turn can
then be represented as a binary matrix A (see Figure 3) in
which‘the rows and columns represent individual elements. The
row and column sums of G are equal to the individual contact
numbers of the original network. The entries in the body of
the matrix represént the relationship between the individual
elements ij. If an edge (join) exists between any pair of

vertices i and j, $ij and $ji equals 1. For every pair of

localities that are not connected éij = $ji = 0. The resulting

14
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Figure 3: Matrix representation of Figure 2.



adjacency matrix is symmetr{cal in that $ij = $ji and in this
research the elements of the matrix are restricted to these
binary weights.v The criterion for connecting any pair of
vertices with an edge will vary with the problem and purpose
of the investigation. There is more than one way to obtain
join counts. There is the rook's case (cells have a common

edge), the bishop's case (cells have a ¢ommon vertex), and

the gqueen's case (cells have either a common vertex or a common

edge) (see Figure 2). In this study the edges of the graph
are based on first order connectedness between the points and
the form of the connection is the rook's case. In this way
the resulting graphs are planar. For analysis, this research

will deal with cellular networks in the form of either G or A.

1
1

£

The study will now turn to considering ways to measure

the extent of spatial autocorrelation in the vertex degrees

(contact number). Potentially, several approaches are possible.

One would be to fit trend surfaces to the data as suggested
- by Haggett et al. (1977), with the x, y, values representing

the location of the vertices and the z values thei; degrees

or the values of the éontact number. Such a method would ident-

ify positive spatial autocorrelation but would probably be
unable to distinguish between negative and no spatial auto-
correlation because in the case of negative spatial auto-
correlation, the technique has to take into account abrupt

changes in characteristics from one locality to another.

17
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Instead of show}ng a distinct departure of one locality from
another, the distiction would tend to be ‘'smoothed out' and

would not appear defined. 1In addition the surfaces produced
would gé at least partially dependent on the location of the

vertices which may be, on occasion, arbitrarily assigned.

A second‘technique to/measure spatial ,autocorrelation
involves examining joln counts. Here one would record the
frequency with which a vertex of a given degree k is linked
to vertices of the same or othe% degrees n. Using the
frequency distribution of vertex degrees for the entire graph,
the expected frequency of k-k and k-n links could be determined
under the assumptions of random linkages. The observed and
expected?frequencies could then be compared for goodness of
fit using a chi-squared or similar test. However, there are
var%ous probiems associated with this technique. The problem
in applying such a procedure .stems mainly from the naturenof
_the empirical networks. Typically in such networks the number
of vertices is less than 100 while the range of degree values
may be relatively large (say from 1 to 14). Thus most of the
expected freguencies will be small and retaining sufficient

degrees of freedom for the goodness of fit test will be

difficult, if not impossible.

a third approach, and the one adopted in this study, is

to utilize spatial autocorrelation coefficients. Most of those
7

o,

/

v
-
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now used have theii~origins in the two coefficients proposed
by Moran (1950) and Geary (1954). These afé basically join
count statistics. Dacey (1968) used the Geary and Moran
correlation coefficients in his study of measures of contiguity
for two and k coloured maps. Cliff and Ord modified the
tatistics and proposed a generalization thus providing for
variable weighting of the various geographic regions rather
thag a binary classification of pairs of regiong as joined or
not joined. The .use of a generalized weighting matrix as

_opposed to a binary connection matrix allows the investigator
éto choose a set of weights which are appropriate for the
particular analysis (Cliff and Ord, 1973). The modified
statistics of Cliff and Ord have been used by various

researchers, for example, Jones, 1978; Leberf, 1969; Sokal — —
. 12

and Oden, 1978; Jumars et al, 1977; Haggett et al, 1977; to

~
mention a few. This study uses the Moran statistic I and the
Geary coefficient ¢ in their original form as the weightsf
} |
under consideration are binary.
Moran's statistic has the following form ’
1= 2

8ij(zj23) “ (5)

TR a VR EIRT Whwen T T
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while Geary's coefficient ¢, is given by et
) /~ ‘

¢ = (-1 3 815(x; - x5)? )

1i j
i# 3
n -
4 Z Ziz
- i=}
»‘\’ R
. R
where : n is the number of observations (cells)

Xj,Xj are the variate values of the ith and

14

jth observations respectivelj

X =) xi/n
i

; . Z{ T X3 - X

-

-

Mt

§iy =

zj = X
A =X%3%"Lj where Lj is the number of neighbours

3
1 if i and j are neighbours, 0 otherwise
n

i=1 of the ith observation

‘Although the results computed by both statistics are
similar they are not identigal. Both are analagous to the
Pearson correlatioﬂ coefficient in that the numerator term
is a measure of covariaﬁce among the {xi} observations and
the denomentor is a measure of variance of the gbservations
(sokal and Oden, 1978, p. 207). The Geary coefficient ¢ is a
squared term and is the ratio of the sum of squared differences
between’contigﬁbué regions and the sum of the squared differences

of all observations from the mean (Taylor, 1977, p.1l21). Tmus
) N

20




' variates, it will be more significant when testing patterns of

' Moran statistic on the other hand is based upon the cross

" product of deviations of the x; (variate values) from the mean

' negative spatial autocorrelation (stresses unlike joins). The

i 21
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as ¢ will depend on the absolute differences between neighbouring

te
{r

B i el et

-

(Cliff and Ord, 1973, p.8). Therefore I will be morg strongly
affected by marked join departures of two neighbouring wvalues Y
from their mean and will be more significant when tésting
patterﬁs for positive spatial autocorrelation (stresses like
joins).

The Geary statistic ranges from 0 for maximal poéitivé
autocorrelation to a positive value for high negativg auto- | l

-

correlation. Its expected value in the absence of spatial

autocorrelation is 1. The Moran coefficient I varies from a

‘maximum value of ~1 for negative spatial autocorrelation and

produces a positive score to a maximum of +1 for positive

spatial autocorrelation, the expected value approaching 0 in

the absence of spatial autocorrelation (Sokal and Oden, 1978). N

-~

In applying the spatial autocorrelation coefficients to i

" cellular networks, one must specify the conditions under which

the expected values would be realized (Cliff and Ord, 1973).

. In this research the specification takes the form of the null

~hypgthesis. The null hypothesis tested is that there 1is no

' spatial autocqrrelation in the contact numbers. That is to

v"l‘
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say, that the contact numbers within the network are randomly 0y
distributed within the network. Conversely the hypothesis would i+
st;te that the contact numbers are autocorrelated and exhibit F
some sort of spatial dependency. This hypothesis may be tested
under the assumptions of either normality or randomization.

Under the assumption of normality one assumes that the {Xi} are

the result of n indepéndent drawings from a normal population

7 e K

or populations (Cliff and ord, 1973). ' The randomization assump-
tion is used when the underlying distribution cannot be consid-
ered normal..vIt involves considering the observed value of I or
c relative to the set of all possible values which I or.c could e
take 1f the {xi} were repeatedly randémly permutated around the

set of observations. There are n! such permutations (Cliff and

f

f

% ord, 1973, p. 8). 1In effect we are asking if the observed '
3 pattern of {xi} values as judged‘by I or ¢ is in any sense
unusual in the set of all possible patterns that the {xi} could

have formed (Haggett et al, 1977). Since we have no prior know-

v 13 mv——

ledge of the underlying distribution of contact number except
for special model cases (Crain, 1972; 1978; Boots, 1977) which . . P
are known to be normal, this research adopts the randomization

assumption,

S PN

j

Under the assumption of randomization, expectations of

, 1 and ¢ are as follows

-

E(I) = ~(n-1)"1 . (7)

1

(8)

W
ot

CE(c)




E(I2) =a&: 4A(n2 -3n+3) -8 (A+D)n+12a2 (9)

5:

'1;F3§fA(n2-n) -16 (A+D) n+24a2 }/ C
ﬁ§%¢n~1)fn~z)(n-3) ‘ | T
Var(c) 1 | {ﬁAz -(n—1)2b24£n2-3) | L
) : n(n-2) (n-3)2a2 a -

l

+2A(n-1) =(n-1)b+n2-3n+3 . (10) ’
+(D+A) (n~-1) (nz—n+2)b2-(n2+3n-6) } ‘
where 4all the symbols are the same as in the previous equations

5 and 6 p.20 and

= %L 2 (Lj-1) L7

i - .
b, is the sample kurtosis coefficient P by
m4/m22, mj being the jth sample moment of : »
the {xi} about the sample mean.

(Cliff and ord, 1973, p. 8-9)

"y
.

Since many of the empirical networks are finite and
typically small '(n<100) it is necessary to exhaustively sample ) LJ
the population of values in the graph. Such a system generates
the problem of what to do with the boundary cells (vertices).

Boundary cells are those polygons or areal units of tﬁe cellular
network lying on the circumference of the study area consisting
of n areal units. They delimit the cellular network as a finite

size. Several possibilities are available. The first is to




retain them in the analysis, but if this is done a ring of

boundary vertices with low degrees (which in the tfivalent -
vertex case will average 4) is imposed on the ins*de vertices
{average 6). The effect of such a bounéary is not consistent
and depénds on the nature of the correlation (see Chapter 5).

A second possibility is to disregard the boundary vertices,

“however, in doing so some of the remaining vertices will lose

2

some of their edges as 'elements of the matrix so that jaij will
no longer equal the degree of sﬁch vertices. Thus, the
procedure results in a new ring of 'outer vertices' which are
distigctive in having some of their original edges truncated.
The bias introduced by such a sampling procedure would seem
greatest when there is positiv; spatial autocorrelation present
among the interior interfaces, the reason for this will become
apparent in Chapter 6. An alternative to both the above
procedures is to sample at random from the population of edges
in the graph. However, although the probability of an edge
being sélectéd in this way 1is constant, the probability of a
cell being selected is not since larger cells (in a topologié
§Ense}~woulgm§ggd to be over-represented. Obviously in all

\
\ i
instances the effect of the boundary-ce decreas?s as the
)

24

size of n increases. In this research the second procedure
#

is adopted, that of discounting boundary cells and sampling
a

exhaustively from amongst the remainder for all the empirical

patterns. If boundary cells are included, A in expressions

(5), (6), (9) and (10) is equal to % 2 Xj.
1

i)
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CHAPTER THREE
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- —

THE DATA .

In order to study the spatial arrangement of contact
numbers in cellular networks, three kinds of data are examined,
Firstly, real world data, which is comprised of 45 empirical
networks representative of cellular networks in geography and
cbnsisting of politico-administrative patterns eg. counties
of. Bngland and Wales; economic map patterns eg. central place
hinterlands in S.W. Ontario; social map patterns eg. family
land holdings in Ghana; biological map patterns eg. red grouse
territééies; and physical map patterns eg. a 2-D section of
crystal grain. The real world data is collected from maps
contained in various sources which are listed in the Appendix.

In the case of politico-adﬁinistrative patterns such as standard

census units, these ‘maps can be considered highly reliable

sources.” In the case of the other types of patterns, there

is a possibility that the maps may not truly represent the

phenomena, particularly the actual form of the boundaries

between individual cells may not be exact. However, in the

present research such a limitation is not important since &

it is the pattern of linkages which is being examined.

Secondly, theoretic data is examined. This is comprised

of 39 networks generated through computer simulation using

26

two simple stochastic models, each of which produces networks

through a different generating process. Thus, the theoretic

W,
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networks are mathematical constructs in which the élements ; ’ ;
(nodes and cells) remain unidentified in terms of real world ) |
phenomena but the processes generating them are known. By é
knowing the processes responsible for generating the theoretic ?
patterns, we are essentially using theF as normative models L
to help us understand the less familiaf“empirical networks. {
Comparison can be<@§defbebweé;/the geometric structure of the ‘ :
theoretic networks (generated by known processes) and empirical ¥

networks (thought te be generated by processes similar to those . H

incorporated in the models). 6 | W

The first model is a very simple one and widely used.
It generates a network of cells such as that in Figure 4 and
is commonl?‘gnown as the random Voronoi polygon (RVP). It

involves a simple two step process. First, a set of labelled

points or nuclei (al,‘az, . . . ap) are located in the plane E2
at random (a homogeneous Poisson point proceés), with a density -
of A points per unit area. Then, with each point ai; is ¢
associated the set of all locations in E? that are closer to X
aj than to any other point aj (3 # 1). The result is to
produce a set of Voronoi polygons (Célls) Al, A2, . . + Ap.
Such polygons are also known elsewhere under the names of
Dirichlet and Wigner-Seitz polygons and gebgraphers normally
refer to them as Theissen polygons. The resulting polygons
form a contiguous, space. exhaustive %esselation that is unigue

for any given distribution of points. It is clear that such




IEd

Figure 4: Portion of network genefated,by the RVP model

Source: Boots, B.N. The arrangement of cells in "Random”
Networks, Metallography 15: p.54, 1982.
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a tesselation constitutes a random division of E2 (Boots, 1982,

p. 54-55).

The second model used is identical to the first with
one exception: it 1is assumed that the nuclei are generated by
an inhomogeneous Poisson point process. The portion of the
network shown in Figure 5 is generated using this model. More
specifically, A is assumed to va;y spatially according to a
gamma distribution. Statistically, this is achieved by
compounding the Péissgg with a .gamma distribution, thus
producing a negative binomial model. The effect of this change
is to produce a pattern in which the individual nuclei are more
clustered than in realizations of the RVP model. Once the
nuclei afe located, cells are produced as in the RVP model.
This model may be labelled the compound nqg@tive binomial (CNB)

model. o

The third type of patterns are termed 'abstract' and
consiét'of highly simple but rigiq and regular patterns (eg.
a net&o%k of triangles and squares)_ﬁnd some other patterns
devised by hand which are tested in an attempt to learn more

about the nature of the statistics by knowing the statistical

outcome beforehand and then manipulating the pattern arrangement.

-5 —

The analysis of the networks is orgénized into two phases.

i) abstraction of the data into graph theoretic terms and

-
v

~—

WY e
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Figure 5: Portion of network generated by CNB model

Source: Boots, B.N. The arrangement of cells in "Randow
Networks, Metallography 15: p.56, 1982




famomeem

ii) analysis of the resultant networks by means

autocorrelation coefficients.

-~

*
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CHAPTER FOUR

o




. ' RESULTS

The analysis of cellular networks using the autocorrelation

coefficients ¢ of Geary and 1 of Moran has produced some

"interesting results. The autocorrelation coefficients computed

under the case of randomization are found in Table 1 (empirical '

networks) , Table 2 (theoretie® networks) and Table 3 (abstract
and hand made pattermns). BAn appropriate test of‘signi‘ficance
is provided by evaluating the coefficients as standard normal

deviates, the equations for which are as follows

z{c) = E{c) - c
e L g () )
» z(I) =1 - E(T1)
H O‘(I)

(Cliff ahd ord, 1973, p. 12)
For a definition of T and ¢ see p.19 and p.20 respectively
and for E(I) and E(c) see p.22. The associated standard

normal deviates are also found. in Tables 1 and 2.

oA

The Geary coefficient is structured so that under the

null hypothesis (no spatial autocorrelation) the expected value i

of ¢ is 1. Values of c less than 1 indicate positive spatial

-

[

autocorrelation and values greater than 1 indicate negative

2

spatial autocorrelation, Positive values of the standard normal

e

- (12)

(11) 5

VR oAb

.




' negative spatial autocorrelation while a positive value is

* indicative of positive spatial autocorrelation. The Hy is

~networks exhibiting significant negative spatial autocorrelation ’ ¥

' patterns showing an absence of either negative or positive

correspond to positive spatial autocorrelation while negative

e~ - e

values correspond to negative spatial autocorrelation: The

statistic I ranges from -1 to +1 with the expected value

“

W ¥ S Trmie

approaching zero. A negative standard normal deviate indicates

" ’:ﬁ"ﬁ

examined at various levels, a= 0.1 and .05. Since the H]

—

{(research h&pothesis) does not specify direction, a tms tailed
test is appropriate. When a = 0.1 we reject the Hy if a z "
value is greater the : 1.65 and when a= .05 we reject the Hg

if a 2z value is greater thqn't 1.96. ) .

0f the 45‘empirical networks examined the number of - f

was 11 or 24%. There were no patterns exhibitipg significantl
: - %
positive spatial autocorrelation. The most dominant were

spatial autocorrelation. This set comprised 76%. The results

can be found in Table 1.

An examination of the results of analysis of the 39 T
theoretic networks reveals that 10 or 25.6% exhibited significant ¢,

negative spatial autocorrelation, no patterns shgyed significant
|

positive spatial autocorrelation and 29% or 74.3% ow an j
: . \

absence of either negative or positive spatial autocorrelation
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From these results it can ﬁherefoée be concluded that
in those instances where spatial autocorrelation was detected
it way always negative. Aboav (1970) and Weaire (1974) suggest
that a preponderance of negative spatial autocorrelation is
‘to be expected since tri;alent vertices dominate in all the
networks examined and this is typically the commonest type of
significant spatial autocorrelation found. However, the most
frequent result is an absence of significant spatial auto-
correlation. This can perhaps be explained in three ways. Of
the networks examined, most of them have fewer than 35 cells
so 1t can be said that the sample size is not sufficiently large
for significant spatial autocorrelation to appear. The smaller
sample size allows for a greater influence of the boundary
vertices on the statistical results (see Chapger 6). The absence
of expected negative spatial autocorrelation could be the result
of adopting the randomization assumption where the observed value
of T or ¢ are observed relative to the set of n! permutations.
Some of the permutations will inevigably be non planér and thus
not representative of cellular networks. Since the nature of
the planarity is important, the set of all possible 1 and ¢ that
could be used will be less than n! It is impossible to determine
the effect of this situation and we can only anticipéte that it
should maké it more difficult to identify significant spatial
autocorrelation. This ﬁay be borne out in comparative analysis
of the statistics (see Chaoter 5). Finally the actual results

could be an indication of the impact of non-geometric forces

-
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in the formation of the networks such as social or man-made forces.

The results of experimentation with abstract cellular

networks (that is cellular networks composed of all similar cells

'~ je., triangles, pentagons, hexagons, etc. or a combination ie

e = ET————————————— frran v Ferem 18R Y

squares and triangles) ére found in Table 3 and reveal that 8 or
54% exhibit significant negative spatial autocorrelation, 33%
exhibit significant positive spatial autécorrelation and 13% do
not g%hibit either. Significant positive spatial autocorrelation
is found in those patterns of cells with equal contact number
values, except in the case of Foureig, Foureigl and Foureig2
which will be discussed further in Chapter 6. Significant
negative spatial autocorrelation is found in those networks where
the pattern of cells is an alternation of two different contact
number values. These networks provide an ideal sample set for

exemplifying this type of spatial autocorrelation.

It is interesting to note that the two patterns of
triangles and sgquares (Squaretril andJSquaretriZ) give differ?nt
results (see Figure 6 and 7). In both patterns all vertices are
non trivalent. 1In Squaretril, visual inspection and the results
in Table 3 establish that the contact number arrangement is
definitely that of negative spatial‘autocorrelatfon. Using
the rook's criteria for connecting cells, it is noted that
there are nsyconnections between any pair of four sided cells

and the three sided cells are only connected to three sided

cells on one side. Because of the absence of 'like' joins
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Figure 6:

S§quaretril

?Mu
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one}woﬂﬁ

d expect negative spatial autocorrelation to ensue.

Iin the case of Squaretri2, on the other hand, there is no
evidence of spatial autocorrelation ih the results but there -
are connections between pairs of three sided and four sided
cells. The presence of a lot of 'like' joins would lead one

to believe that positive spatial autocorrelation should be -
exhibited. The effect of the boundary cells appear to be so
dominant as to resist the pattern's approach to positive’

spatial autocorrelation. A further discussion of the boundary

effects will follow in Chapter 6.

The results of the inclusion of the boundary cells are
found in Table 4. Twenty eight randomly selected empirical

networks had a boundary ring added and the statistics were then

G

féqomputed. Of these pattefns, two or 7.14% exhibited significant

negative spatial autocorrelation, 16 or 57.14% exhibited positive

spatial autocorrelation and 35.7% exhibited no significant spatial

autocorrelation. Of the twenty eight patterns two of the statis-

tical interpretétions changed from showing significant negative

spatial autocor%elation t® showing positive spatial autocorrelation,
13 or 46.43% showed no spatial autocorrelation but with the

addition of the boundary cells, the pattérns then exhibited
significant positive spatial autocorrelation. Conversely, two

or 7.1% went from showing no spatial autocorreiation to showing
significant negative spatial autocorrelation and three of 10%

-~

which were significantly negatively spatially autocorrelated
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became void of any significant spatial autocorrelation. ﬁ

If significant positive spatial autocorrelation had been
detected in patterns (other than those where the boundary-
cells had been added), a visual comparison of the two types
of patterns may have revealed some interesting findings.

Looking at those patterns which did exhibit negative spatial
autocorrelation amongst the contact number values, it is- X .
!

apparent that in most cases large cells are surrounded by 5

smaller-cells and trivalent vertices dominate. These obseriations
' o |
coincide with the finding of Aboav (1970 ): and Weaire (1974).

It is also interesting to note that of all the cellular networks

el

examined before the boundary cells were added, percentage #ise

: /
those categorized as 'social' and 'biological' contain a |

dominance of patterns exhibiting significant negative spatiial

autocorrelation.

[
|
With regard to the statistics themselves, the results \

of Tables 1 and 2 add credibility to the fact that the G%ary
statistic measures unlike joins while the Moran statistiq
stresses like joins. Of the significant cases of negative

spatial autocorrelation (empirical, bounded and theoretic

networks) 18 or 75% of the timé the Geary statistic is more

[
y

significant than the Moran statistic. Of these resultsJ 50%

;T . - . -‘r
of the time the Moran statistic shows significant negat%ve -
|

spatial autocorrelation as well. In the case of positive

L]
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r
spatial autocorrelation it is found that 93% of the time, the
Moran statistic is more significant than the Geary statistic.
Although the Geary statistic is consistent and 53% of the time
- e

shows significant positive spatial autocorrelation as well, It

is interesting that positive spatial autocorrelation only shows

up when the ‘boundary’ cells are added. 1In some situations the

statistics appear to be consistent with each other, however,

the Geary statistic appears to regard positive spatial auto-

correlation more than the Moran statistic regards negative

spatial autocorrelation. More specifically, Jones has determined

the relation between the two autocorrelation statistics so

that one can be read in terms of the other. Expansion and

multiplication of each equation so that ‘ e two statistical

values are the same, may shed light on tPe relationship between

the two. : ;
/

!

The purpose of this Chapter was tb introduce the results

e T

stemming from applying the spatial autqcogrelation coefficients

to sets of 'geographical' cellular nethrks. This leads on
i

to an evalualtion of the results (Chapter 5) and then a

discussion of the boundary problem (Ch%pter 6).




ey TULTOHRBUS | mESNER L T ML L TUCRLTL L .- s e
)
%) ,
3
A
i
v &
. \ =
y
- ~ R
. ] |
m
o
4 Q
4
o . -
[ ]



56

ANALYSIS

Evaluation of the Networks

In light of the results in Chapter 4, examination of

the networks leads to some speculation as to the reason for

a prevalence of negative spatial autocorrelation in those

cases“%here spatial autocorrelation exists. Firstly, trivalent

vertices dominate in the networks. Secondly, it is fnteresting

to note that generally those patterns exhibiting significant .

necative spatial autoqorrelation have cells whose contact

number value is eight or greater. These cells are adjacent

to cells with a contact‘number‘value of at least 4 degrees less.

For example in the pattern of familyJZand h&lding in Ghana, : J
there are interfaces of 9-3 and 9-4 sided cells; in the pattern

i

of Ordivician corals there is an interface of 8-3; red grouse
territories, a 9-4; and guartz filled joints a 10-4 interface. ‘_
(see Figures 8,9,10,11). These interfaces are generally

central to the pattern (network) which is important as there

~will be no interference from the boundary cells. So, as in

the findings of Aboav and Weaire, large cells are surrounded

by smaller cells.

L)
In the case of patterns of only two different contact

e )

degrees as illustrated in some of the 'abstract' patterns,
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i

Figure 8: Family land holdings, Akwapia, Ghana

Source: Cliff, A.D and J.K Ord Spatial Autocorrelation

Pion, London, 1973.
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Figure 9: Ordivician corals, North America

Source: Stevens, P.S. Patterns in Nature, Atlantic- '
Little, Brown and Company, Boston, 1977.
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Figure 1l: Crystal grain (2-D section)
|
source: Stevens, P.S.ﬁPatterns in Nature,

Atlantic-Little, Brown and Company.
i
Boston, 1977.
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' “Gells of all different contact number values it appears that

61

spatial autocorrelation is almost always negative. In these
cases negative spatial autocorrelation is distinguished even
when the contact number value is very close as in the case of

four and five sided cells. However , when the networks contain

sl A i e
¥

LT

the statistics will distinguish more between cells of extreme -

e S

values ie. 8's and 3's than 5's and 6's. S0 in networks of

e

mixed contact number values, those which have values which are
|

!
T

close in degree, are less perceptable to the statistics than o

those with a larger difference between them. It appears

then that what is impo%tant in determining the degree. of

FT T TR

N A

negative spatial autocorrelation is the relative difference

between contact number values of adjacent cells and this appears

to be most significant when the differences are greater than

4 in pattefns of contact number values ranging from 2 to 10.

) = ! )

tisua;ly comparing the networkg—which exhibfi no
sgatial autocorréiation and significant negative spatial auto-
correlation, it ié difficult to assess the difference. Both
aprcear to have a dominance of trivalent vertices so this is !
noﬁ necessarily indicative of negative spatial autocorrelation. } | .
Iz 1s known that a pattern of complete alternation of contact
number values will resul® in strong negative spatial auto-
Yorrelation while pattern of cells of all the same contact .
aumber 7&%ues will show very strong positive spatial auto-

cerrelation, no spatial autocorrelation falls spmewhere between -

v




-

some alternation and some clustering of like cells. It appears

that those patterns exhiqfting negative spatial autocorrelation

= g -

X o

tend to have few or no trivalent vertices where all three cells

R

converging at a common vertex all have the same contact humber

- s ey

value (that is clustering of like contact numbers), while

networks of no spatial autocorrelaﬁion have trivalent vertices
of this type. This tends to disrupt the pattern's approach

to negative spatial autocorrelation.

Rt

The association of contact numblr value is not a simple
one, There appear to be several other factors which may

contribute to the negative spatial autocorrelation of cellular

R e

networks., One of these may be the frequency distribution of ¥
particular contact number associationsie. the number of 5 and \ &
6 joins and 7 and 5 joins. It may also be suggeéted that the

ratio>of dislike to like joins 1is another contributing factor.

“

‘Generally in the patterns examined there were more dislike
joins than like joins and the association varies between networks.

According to the size of n, there may be a critical number of

o

like to dislike joins which will determine the sign and degree

e

of spatial autocorrelation but this ratio will also be dependent 2

o

on other factors such as trivalent vertices and clumping.

\

In order to examine more carefully network arrangement, li

WY T e

hypothetical patterns are devised, the statistics computed,

and the results examined. Five patterns of seven and five




sided cells are experimented with (Sevfivl1,2,5,6,8, Table3).
Bach pattern contains the same number of cells (42), the same é
mean contact number value (x = 5.8092) and the same distribution
of five sided nad seven sided cells (25-5's and 17-7's). All

the vertices are trivalent, only the arrangement of the cells

vary within the network. For figures 12, lé, 14, 15, 16) the ;
statistics show that negaflve spatial autocorrelafion is the ’ 4

case in every network. 1In this example the boundary cells

are not included in the derivation of the statistical results.

Ranking these five hypothetical patterns according to
the -degree of negative spatial autocorrelétion, it is fod;d
that the first is Sevfivé showiné the ‘most significance, then
sevfivs,Sevfivl, Sevfiv8 and last is Sevfiv2 showing the
least significance. In ranking these patterns according to
the number of ;rivalent vertices where cells of egual contact

number meet, we find that the order is the same with Sevfivé

having the least and Sevfiv2 having the most. Correlating these oy
two fact55 one can conclude that as observed in the empirical

networks, the increased occurance of these 'trivalent verticgs'

tends to decrease negative spatial autocorrelation. Clumping :
of three or more similar cells, even though isolated within

the network tends to affect the spatial autocorreiation more
than pairs or rows of similar cells. This is further §upported
by analysis of theipattern.'CIumps' (Table 3, Figure 17). In

|
|

|
|




Figure 12: SevFivl
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Sevfivs

Figure 14:







- VL F NS Ed I Ry L TN Y TR TORIITUY O OS T
* [N
N , -

68

SevfivB

Figure 16

<
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this instance cells of like value are clumped together and

surrounded by cells of dissimilar values. Even though the

i
|
l
'
i
1

unlike joins out number the like joins, the pattern still

- exhibits significant positive spatial autocorrelation.
AN . ‘ f
Experimentation was undertaken with cellular networks

_ : A,
where rows of cells of similar contact number values are

situated adjacent to rows of cells all of similar contact number

but different from the rows on either side (Figures 18, 19, 20).
: The number of cells and mean contact number value remain invariate
as rows gre rearranded. In the firgt pattern (Figure 18) Altern,
the pattern has a row of cells with a contact number value of
three next to fours which are next to fives and so on. The
significance level of the positive spatial autocorrelation is *
very high even though there are more unlike joins tﬁan like ﬂ
joins. The contact number values are so close (only one degree
apart) that the statistics do not appear to make a strong

distinction between them. However, when the pattern is

rearranged as in Alternl, (Figure 19), no row of cells is adjacent i
to a row of cells less than two degrees apart. There is also -

a bss of joins between the four sided cells and so there is"a ]

-

decrease in the degree of positive spatial autocorrelation

because the difference between the contact nymber values is
greater than in Altern. In Altern2 (Figure 20) degrees of
" three and four are adjacent which serves to strenghten the

overall positiveness of the spatial autocorrelation in the
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Figure 17: Clumps
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Figure 18: Altern
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Figure 19
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Figure 20: Altern2




network. (Also prevalent in these hypothetical patterns are
non-trivalent vertices which may contribute to the positive

spatial autocorrelation).

Evaluation of the Statistics

The results of Chapter 3 support the notion that the
Geary statistic is the most appropriate when measurjng
negative spatial autocorrelation (unlike joins) and the

Moran statistic for measuring positive spatial autocorrelation

{like joins). Generally the statistics are consi'stent with
each other; that is if negative spatial autocorrelation is

prevalent it will show up in both coefficiénts. The patterns

}

generated by the compond negative binomial process did not
reveal any patterns which exhibited positive spatial auto- | 3
correlation, instead we find that there are only two cases of
significant negative spatial autocorrelation and the signs

of the z scores are not generally consistent with each other.

In order to compare better the results of the statistics
much can be gained by plotting them on a graph (Figure 21).
We can see from the graph that on the whole the statistics are
consistent with each other. Even when no spatial autocorrelation
is evident, the Moran statistic leans towards positive spatial

autocorrelation and the Geary towards negative spatial auto-

correlation. There are of course anomolies where the Moran
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~

R

statistic leans towards negativé and the Geary towards positive.
This can be explained by the fact that these patterr;s tend to
have a value of n less than 20. In yet other cases the Geary
statistic shows si'.gnificant I{egative spatial autocorrelation
while the Moran althoug}h exhibiting no significant spéfiial

| autocorrelation, leans towards positive: All of these results

are for patterns which have had the boundary cells included 4

Fl

“in the computation and so it can be concluded that it is the !

affect of the addition of the boundary cells which leads to

the inconsistency of the statistics with each other.

L]
-

2
[ N °» v '

The fact that no po%itive spatial autocorrelation is
found in the empix?ica; and theoretic networks except when the
~boun<.iary cells are added seems to indicate that perhaps
negative spatial autocorrelatiofa is the most prevalent case in
the real world. The close correspondance between the empirical

\.results and the theoretic results would seem to suggest that
the arrangement of contact number in empirical networks is not

‘signi*ficani:ly different from the geometric structure of networks

generated by RVP and CNB models which may well represent an

appropi-iate deéci’:’iption of the generation of particular cellular

¢ [

networks., ! !

*

One unique occurance is exhibited in the pattern of
_ bus service areas in England and Wales (Boundary included).

»‘ThéyMbran ;s%tat-istic shows significant positive spatial auto-
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.

correlation while the Geary statistic shows significant negative
‘spatial autocorrelation. This represents an instance where
the two statistics are clearly measuring different aspects of

the pattern and the boundary does have a very strong influence

& — -

on the pattern. ’ *
The abstraction of the cellular network into graph
: i
theoretic terms and the generation of the adjacency matrix is ‘ %
important in the outcome of. the statistics used in this study. 4
In this study the form of the connection used is the rook's case ‘
where any two vertices i and j in G are 1inkeé by an edge if
the two cells they represent have a common border. Other
methods include thg bishop's count in whicg‘only cells with
a common vertex are considered connected and the queen's count

where either a vertex or border are common (see Figure 22).

| ~ e

The rook's count is used because it ensures that G will always -

be planar whereas the bishop's or queen's count will lead to

a G thch in non-planar (see Figure 23)., When the rook's count
is used there is a loss of connections in the case of a 4 or
5 edged vertex. There is no diagonal association between the
cells. Some of these connections might actually be realized
without disturbing the planarity of the graph. With a 4 edged
vertex there are two more connections realized with the queen's
éount than with the rook'g count but in order to realize this
the graph can no longér lie in a plane. However, one of these

connections can be realized and still maintain the planarity_ : ©
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' Section of a cellular
¢ network with 4 edged
vertices
-

(1) connection can be made and
planarity retained

(2) The -inclusion of this otherx
connection will render the
graoh non-planar -

4 edged vertex

Figure 23 . Illustration of loss of planarity

-

in bishop's or queen's count
- !

weot L0




of the graph (see Figgre 23). When the queen's count is used
there is an over representation of connections so that each
locality will have a greater number of neighbours of similar
or dissimilar contaét number values. éith the }ook's count
however, there is an uﬁder reéresentation so the connection
criteria becomes a problem in the anélysis of cellular
networks using Geary and Moran correlation coefficients
because these statistics are very sensitive to the number of

¥

. R . .
connections or join counts in the matrix.

i
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CHAPTER SIX




mE e e e —————

BOUNDARY PROBLEM

This chapter discusses the boundary problem introduced
in Chapter 2. It was noted that the delineation of the sample
set will affect the overall spatial autocorrelation results
due to the fact that the ring of cells on the boundary of the
cellular network will necessariiy be lower in degree value
than those inside. The lower nature of these 'boundary cells'
is due to the flct that they are only connected between them-
selves and th¢>inner cells while lacking cells exterior to them.
(see Figure 24). The boundary has always posed a problem to
geographic research. It will always inevitably bias the results
but since it is a problem that is not easily overcome it seems

acceptable for the results to be used to draw‘thq6;;233\

. \ }
conclusions. A :
; . 3

Due to the small‘size of the empirical patterns in
this study (n< 100) when the boundary cells are added to the
28 randomly seiected networks, over 50% af these show that the
number of boundary cells exceeds the number of internal cells
so the boundary undoubtedly has a marked importance. In moét
cases, the affect or error factor caused by the boundary
becomes less as n increases.

L)

~"BY comparing the results of the 28 bounded empirical

networks with the results obtained before the boundary cells

82
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B Boundary . |
Cell .

I Interior
Cell

Figure 24: Illustration of loss of
Boundary Connections "

[

Contact number of I 4 if boundary not included j

Contact number of I = 6 if boundary included

If boundary connection is left there are three
types of connections between cells

Boundary to boundary (B-B) (eg link a)
Boundary to interior (B-I) (eg link b)

Interior to interior (I-I) (eg link c¢)

Only the (I-I) links are realized if the
boundary connections are not included so
the # of 1st order neighbours and join
counts are not necessarily the same.

o
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vere added, evidence can be obtained to examine the effects
the addition of these lower value boundary cells will Presumably

have on the internal cells. 2 : v ‘

In a network which consists of all trivalent vertices
the average contact number m is between 5 and 6. The actual

value depends in the numbef of cells n (as n-w, M==6). In '

the discussion below, H will represent a cell where contact
number is 6 or-greaté} and L where the contact number is less ;
than 6. We know that the cells of the boundary ring are almosf
exclusively low values (<6) due to the truncation of some of
the edges. Joins between the boundary cells and internal cells
will then be of the types L/L and H/L. With this in mind we
may now consider the possible outcomes of the addition of the g
boundary cells to patterns exhibiting positive spatial auto- ‘
correlation, negative s?atial autocorrelation and no spatial

N

,

autocorrelation.

Positive Spatial Autocorrelation

There are three typical patterns. resulting in positive
spatial autocorrelation (see Figure 25). For pattern 25a,
there are two types of boundary/interior interfaces (Figure

s

26a and 26b).
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Boundary/interior interfaces for

Figure 25a.
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In pattern 25a, a typical interface consists of 4 L/L
contacts which is equivalent to 8 L/L joins. 1In pattern 25b
there are 2 L/L contacts and 2 H/L contacts or 4 L/L and
4 WL joins. Thus on average a typical boundary cell adds
6 L/L and 2H/L joins to the calculations. Since like joins
dominate, the effect wiil be,  to reinforce the positive

spatial autocorrelation coefficient.

In pattern 25b, the situation is exclusively that of
the addition of 4 L/L and 4 H[L joins. Since the joins balance
there should be little affect on the spatial autocorrelation

coefficient.

In pattern 25c, the situation is exclusively that
described in 25a, and so a typical boundary cell. adds 8 L/L
joins. Since only like joins are added the value of the spatial

autocorrelation coefficient should be increased.

Since there are no empirical or theoretic networks
in this study which exhibit significant positive spatial
autocorrelation, these theories cannot be verified with real
world examples. However, one network that comes close to
exhibiting significant positive spatial autocorrelation

is provinces of Spain (see Figure 27). With the addition of

the ring of boundary cells, the degree of positive spatial auto-

87

T

correlation .does in fact increase especially on the Moran statistic.




TIGHT BINDING
Reliure trop rigide

|
i

Figure 27: Provinces of Spain ‘ |.

Source: Cohen, S.B. Oxford World Atlas
The Cartographic Dept. of the
Clarendon Press, Oxford University
Press, 1973
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" strenghten the positive spatial autocorrelation.

L]

This' is in accordance with the pattern of 25a.”  The hetwork . =~
: . < .

of administrative districts in Kenya (see Figure 28) also

shows .an increase in positive spatial autocofrelation, In

this pattern some of the boundary cells have the same contact

" “values as the internal cells so like cennections are added

- - } - = . c - . ,
between the boundary cells and inteérnal 'c\e'ils as well as &

between the boundary cells and other boundary cells as in

-

- 25a. This.ser‘ves to increase the number of like-joins and thus

-

Negative Spatial Autocorrelation

-

In the case of negative spatial autocorrelation, there
is only one 'typical pattern which is ‘'illustrated invFigure
29. The situation here is th~e saxt{e for the one described in
pattern 25a, with a typical boundary cell adding 6 L/L and

‘ . . .

2 H/L joins. Since like joins dominate the spatiél auto-

correlation should be weakened. : O
)

No Spatial Autocorrelation

Here in the interior of the pattern, H and L values
are distributed randomly as illustrated in Figure 30. The
situation is approximately egqgual to that described by the

¢
pattern in Figure 25a, although there may be more H/L than L/L
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Figure 28: Administrative districts in Kenya

Source: Davis, J.T. Development of the gmall farm sector
in Kenya, The Canadian Géographer, Vol. xx11, 1977, ¢
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joins added or vice versa depending on the particular

circumstances. Thus, there may be a weak tendency to move the

coeffici"ent in either direction (Boots and Morgan, 1979).

Of the 28 empirica} networks for which the statistidé R

were computed wi‘th‘the addition of the boundary cells, only
17 showed consistent signif ant results. We ‘can categorize
the patterns and then fit them to the expected results. The
majority of the patterns go from sho;ving no spatial auto-
correlation to 'exhibitiwng positive spatial autocorrelation.
(76.47%) while 12% go from no spatial autocorrelation to
significant neg;tive spatial autocorrelation and 12% go from
significant negative spatial autocorrelation to significant

positive spatial autocorrelation.

The situation illustrated in Figure 29 is clearly found

in 76% of the networks. 1In this case negative spatial auto-

become posiiive meaning that there are more L/L interfaces after

.

the boundary cells are added’.

-

It is interesting to note that there are two cases
(counties of Eire and shopping centre hinterlands of N.W. England)
where the results of the statistical analysis before the addition
of the boundary was no spétial autocorrelation while the

statistics show significant negative spatial autocorrelation

e m s i oW
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after the addition of the bound’ar? cells. In these two patterns

“we find that there are boundary cells with contact values of

greater than 6 (10,12) soﬂthat a H/L interface exists but it is
in the opposite direction from the normal case of 26b. Instead
of H/L with the connection between high interior and low_exte;ior
cells, it is opposite. This serves to increase the dislike

“

joins so that the patterns exhibit negative spatial autocorrelation.

of the 13 cases where the statistics change from showing
no spatial'Eutocorrelation to showing significant positive
spatial autocorrelation, the majority of the statistics do tend
towards negative spétial autocorfelation before the addition
of the boundary and this is weakened by the addition of the

low value boﬁndary cells. There is an increase in L/L

; -
interfaces and so positive spatial autocorrelation ensues.

In some cases there is no change at all in the statistics

L .

with the addition of the boundary cells. There is no spatial

autocorréii{;on before and none is evident after. For example in

the networks of the central place hinterlands of Skane, Sweden

#3
(Figure 31, Taple 1) and zones of Reading region (Figure 32,

Table 1). These results are consistent with the expectations

of Hgure 30.

Ly

The addition of the boundary cells in the computation




. Figure 31: Central place hinterlands Skane
. Sweden.

Source: Morrill, R.L. The Spatial Organization
of Society, Duxbury Press, Mass. p. 78.
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Figure 32: Merseyside Traffic Zones

Source: Thomas, R. V1. An interpretation of the
journey to work on Merseyside using
entropy maximising methods, Environment
and Planning A, 1977, Vol. 9, p. 820.
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of the spatial Wautocorrelation statistics has a ve}y strong
jnfluence on the outcomes. This is evident in the fact thaé;

in cases where yery'étrong significant positive spatial
autocorrelation is the case after the addition of the bgagdary-
there was no spatial autocorrelation before and patterns with

a tendency towards negative spatial autocofrelation {not

quite signifibant-ai the .10 level) are found to become strongly
positively spatially autocorrelated with the inclusion of .
the boundary cells. This strong reversal in sign shows that .
+he inclusion of theﬂboundary cells in the statistical

analysis has a very distorting affect.

'

Experimentation with 'abstract' patterns is carried out

to attempt to try and discover more about the inclusion éf
boundary cellé in the calculation of spatial autocorrelation
coefficients. 1In a pattern of 4 sided and 8 sided cells (see
Figure 33), addition of the boundary cells to the original six
cells (labelled 1-6, Figure 33) serves to iilustrate that
positive spatial autocorrelation increases. When another ring

of boundary cells is added to tﬁe original cells and the first
ring of boundary cells, again the degree of positive spatial
autocorrelation increases. It must be noted that the first

set of‘boundary cells added to the original sample set comériseé
82%’oﬁ‘the total cells of the cellular network while the boundary

cells only contribute '50% of the total cells in the seccnd

addition. Thef5patia1 autocorrelation of the internal cells

37
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is disturbed less by the inclusion of the boundary cells as '

the sample size n increases and the degree of positive spatial
autocbrrelation is not as high with the second addition of,
, . :

boundary cells. The correlation coefficients for 'Foureig'

are found in Table 3.

: In the second example a pattern of 4 and 8 sided cells !
is also looked at (see Figure 34, Abstract). The spatial ‘
autocorrelatiqp in this network is negati\;e and becomes
increasingly so with the addition of each 'boundary ring'. | ‘
in the pattern 'Abstract' there are no like joins between )
four sided cells as there are in 'Foureig'. With the addition )

"of the first boundéu:y ring in both networks, there are more H/H
interfaces added but this is more pronounced in 'Foureig' and
so one would assume that there would be an increase in the

degree of positive spatial autocorrelati?n in this network

-

which is in fact the case, The ratio of dislike to like jeins

is much less in 'Foureig' after the firsﬁt addition of the \
boundary than in 'Abstract', being 18:39 and 20:32 respectively.
Dislike jbins increase in 'Abstract® with the addition of the
second boundary ring, 30:64 and so as indicated by this ratio \
negative spatial autocorrelation increased. Also in 'Abstract'

all the trivalent vertices are a junct:ion of one interface

between 8 sided cells (8/8) and two interf\a)c‘:eshbetween 8 sided

and ¢ sided cells (8/4), whereas in’ ‘Foureig' the t~rivalent

vertices consist of predominately 8/8, 8/8, 8/8, and 4/4, 4/4,
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1t appears then that the percentage 6f boukdary cells
to the total n@]ber of cells ig important‘ to consider \;hen
evaluating the effect of the addition of the boundary cells;
the type of trivalent vertices that are addecf to the internal
pattern with the addition of the boundary and the ratio of
dislike to like joins that are added. “‘All serve to help explain

the significant impact the boundary cells have onﬁthe spatial

autocorrelation of the network.
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CHAPTER SEVEN
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’ CONCLUSIONS

The primary objective of this thesis was to obtain some
insight into the spatial structure of cellular networks., In ?

doing so it has been determined that there is a relationship

L 4

between the type df network and the structure. The study
shows‘that there are two predominant structures of cellular

networks. -Those which, by the arrangement of tﬁe cellular units
exhibit negative spatial autocor;elation and those that exhibit

no spatial autocorrelation. Spatial structure is related to

-

.process, therefore welmdght anticipate that the structure of a r
cellular network has different impacts on the processes studied, '
the data for which is collected over these units. Since there :

is evidence of some special ordering of the cellular units in

L1

-

relation ‘to one another in cellular networks, it is important

to take this.into consideration when testing the map patterns

]
for evidence of particular progess.

- *

A pattern exemplifying ﬁega£ive spatial autocorrelation
will have ceils of dissimilar contact humber vg}ues, xi adjacent
- to each other. Aboav(1970) and Weaire;(1974) suggested that N
cells of smallé§'contgct number values tend to be surrounded by
those of larger contact numbe{ values and vice versa. <A structure
such as this will exhibit neg;tive spatial autocorrelation.
~ Aboav states that an arrangement of\tﬁis néture is a result of ?

-

a process which minimizes the instdBility of the pattern. The
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The arrangement’ is such that unstable cells (those of low - ) ‘
contact value) are located next to stable cells (those of large &
contact value). mThe average cell size (number of sidés anal agous
to number of contacts) at this stable state is nearly always
5.85 (Aboav, 1970). D'arcy Thompson (1942) has stated that

structures ?f all or predominately six sidéd cells (e;. honey~ !
combs , coolipg cracks in basalt, #ome corals, crystal structures) .
are very stable forms. It seems likely then that the introduction b
of a cell c;f size greater than six will al\'vays mean intrgducing
cells of size less than six to compensate for the larger cells and
obtain a desired mean contact number value of close to six for
maximum stabi’lity of the structn_lge. Aboav also states that the |
growth of the process behind the development of a pattern should . i
then stop once the m is very close to six. In nature, networks
evolve to their fitteét form and tend towards a configuration
with the least expenditure of energy, the tight':est fit and the
least motion (Stevens, 1974). To incréase the stability of

natural structures, interfaces between areas are minimized

and it is not very often that greater than triple joints of

trivalent vertices occur. 120° joints are the most favoured
in nature (Stevens, 1974).

-2

The interpretaonof the majority of cases exhibiting
no spatial autocorrelation may then perhaps be explained by
the fact that the observed pattegns are not stable (most of the |

patterns are man-made and not in a natural state) or when

-

2
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examined were in a generative state,.in the process of

conforming to a stable state.

The I or ¢ indices enable the examiner to communicate
aspects of dispersion patterns which would otherwise be’
difficukt t§ convey, however, while finding the extreme 1 and
¢ values negates Fhe null hypothesis it does not necessarily
guarantee that a specified alternative is the best posé%ble
description of thé observed autocorrelation. It has been
noted that’there are certain factors that have a very
influential affect on the autocorrelation coeffivients other
than the pattern of the cellular contacts, namely the boundary

cells, the connection criteria and the type of trivalent vertices.g

-

i
'l
|

|

T The ring of boundary cells has an average cell size >
. -

af four contacts and bigses the results of the+ investigation.

The examiner must determine whether the bias produced by the

incLusién of the boundary cellé is greater than just using

the sample of the internal cells. This will partly depend

on the size of n as the boundary effect diminishes as n

increases. Apart from keeping the ratio of boundary cells

to internal cells low, the investigator may also introduce

the idea of weighting the boundary cells so that the bias is

minimized.®

If\:\;!ttern is infinite in size, delimiting the pattern

>

~,
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(large size may Pe constraining in analysing these patterns)
and just using a sample size\?ay result in the analysis of

a network which is'not truly representative of the variation
exhibited in the larger network becau%e the boundary is perhaps
iocated at a critical point in the overall network. Large
cells which serve to‘stabilize the effect ofgthe smaller cells
may have been left out when the boundary was arbitrarily

chosen. .The network under examination may not necessarily

furnish the basis for inferences about the entire structure.

In this study §ij = 1 for connection between adjacent

cells and O for lack of connection however, weights need not

necessarily be binary. Furtheg investigation could be done -

in altering the weights according to connectedness for
examp1e~joips bétween internal ce}ls and boundary cells.
Instead of just'considering 1st order connectedness, differ®ft
connections could be consiéered and weighted accordingly, (2nd,

3rd, etc. order). The method of connecting cells,eg. rook's,

bishop's and queen's count could be experimented with.

If the results discussed in Chapter 4 are inherent in
the character of the networks and their generating processes,
inquiring about what conditions are neceséary for specific
régults is appropfiate. Since this research is concerned with

topologic network structure, investigation may be concentrated

in a search for other’related properties such as the incidence

e
~
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and type of trivalent vertices, cell shape, and areal éize,

a more thorough examination of the contact number probe;tie5v

eg variance, the incidence of connettions between cells of
specific contact size (for large patterns) and skewness amy
i also prove instructive as well as a further investigation into

chains and clumping of like cells(Aboav, 1970).

S

The testing for spatial autocorrelatfon as operat-

ionalized in this study tells us whet ot spatial auto-

correlation exists but not how likel at {esult is in a
particular context. The best immediate solution to this would
be an enumerationnapproa;h where a sufficiently large number
of panar graphs would be gengraﬁed_using the same constraints
(contact numbers) as the original network. Such a response
has already been adopted in graph theory applipations in
architecture (eé. Combes, 1976; Korf, 1977). One way to do
this . would be to use Tinkler's graph enumeration algorithm

- (Tinkler, 1978) and then to test each of the graphs for
planarity using an algorithm such'as that developed by
Hopcroft and Tarjan (1974). Spatial autocorrelation coefficients
would then be computed for each of the graphs so that‘the‘

|
|
3

- |
resulting distribution of such values could be used t@ evaluate
| 3

the paréicular value obta@ned for the empirical graph} This

/
might help to determine whether a particular cellulaq network

% 1s in fact common '(and perhaps considered stable) orfperhaps

I

a@ rare arrangement (unstable)

. < |
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The researcher realizes that there are problems with
the statlstlcs in that their behavior in certain circumstances
and in relatlon to one another is not completely understood

and thus turther investi‘gaﬁion is needed to expand the relevance

]

to research in geography, Nevertheless, this thesis has
presented‘%ﬁan approach to cellular network‘analysis which, by
using cont%act number, concentrates on an evaluation of topologic

st’ructure.‘i& The nature of the results suggests that there is a
1 .

latent spatial structure of the areal units in cellular networks

which should be considered when determining any precess operating
‘ >
over the network. The author believes that this research has

provided both an approach to describing the morphology and

structure of cellular networks and findings which will be
useful in the development of more sophisticated models for
isolating and desc}ibing processes operating over cellular

networks.

A
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POLITICO-ADMISTRATIVE CELLULAR NETWORKS
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Regions of Tanzania

Source: Cohen, S.B. Oxford World Atlas, The
Cartographic Dept. of the Clarendon
Press, Oxford University Press, 1973
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Planning Regions, Bundelkhand, India
Source: Singh, Harendra-Pal, Delimitation
of planning regions in Bundelkhand
- . The Geographer;, Vol. 13, n0.1, January
' 1976. o

[




Drobin County, Poland

Saqurce: Kulikowski, R., Optimization of rural -urban
development and migration, Environment and
Planning A, 1978, Vol. 10, p. 585.
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Administrative Districts of
Ghana

Cliff, A.D., and J.K. Ord. Spa
Autocorrelation, 1973, Pion,

p. 115.
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Boroughs of Greater London

Source: King, R., Italian migration to Great Britain, Geography
62, July 1977, p.
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Administrative Districts = N
of Romania
Source: Posea G and 1. Velcea The socialist republic vy,

of Romania, Geoforum, Vol. 6, 1975, p. 18. 1 !
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'Counties of Eire

Source: Geary, R.C. The contiguity rato and
statistical mavping, The Incorporated
Statistician, 1954, 5,77 P II9.
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Counties of S.E. Texas

Source: Achabal, D.D. The development of a spatial
delivery system of emergency medical
services, Geographical Analysis, Jan. 1978

Vol. 10, Ko. 1.
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Counties of California

Source: * -

Boundaries of Countied
and County Equivalents ‘
United States Dept. of

Commerce, Washington, :
D.C. U.S. Government ! ;
Printing Office, 1970, !
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Source: Cliff, A.D. and J.K. ord, Spatial ;r | l
Autocorrelation, 1973, Pion, London -
p. 1ll6. T




128

7.6T '03u0i0l 3O A3rsiaaatun ‘Aydeabosn 30 *adag

‘s1s9YlL aQud ’‘si1opoy Teotydeaboas jo uotiejzaiadisjul pue uotT3edTITORdS
8Yy3z uo uoTrjer8IIOOO}NY TeTjeds pue uotTjeanbrjuo) 3o 3oedwi ayL *d 'Y3ITIITID :80aANOS

a

s00TY O3a8nd JO sodToTuny







130 '

,dt*f

J T
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.Boundaries of -
Counties and County
Equivalents, U.S. Dept.
of Commerce, Washington,
b.C., U.S. Government
Printing office, 1970
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Administrative Zones of Reading ' /
Subregion, England.

[

Source: Batty, M.,Reilly’'s challenge, ~
new laws of retail gravitation
which define systems of cental
places, Environment and Planning A,
1978, Vol. 2, No. 10. p. 213
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—Residential Blocks, Benin, Nigeria.

Source: Onokerhoraye, A.G. The spatial
pattern of residential districts

in Benin, Nigeria, Urban Studies
Oct. 1977, Vol. 14, No.3.
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Neighbourhood Areas, Portsmouth, England

Source: Hall, D.R. Defining and evaluating areas for
urban neighbourhood councils, Geoforum, Vol. 8,
1977, 277-310.
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Fur Seal Territories

G.A. and P.G. Hoel, Journal

Source: Bartholomew,
Nov. 1953, p. 429.

of Mammology.
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Urban Hinterlands, Lower Saxony

Source: Green, F.HE.W. Community of interest areas in !
Western Europe - Some geographical aspects of
local passenger traffic, Economic Geography

October, 1953, Vol. 29, No.* 4, p. 286.
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o Central Place Hinterlands, S.W. Ontario
Source: Muncaster, R.W. A model for mixed urban place heirarchies:
An application to the London, Ontario,
Graduate School of

urban place system.
Clark Univ. Worcester, Mass. 1972.

Geography,




Ry

PR S N Sl N

Source:

Urban Hinterlands, Netherlands

Green, F.K.!'. Community interest areas in
Western Europe - Some geocraphical aspects

of local passenger traffic, Economic Geography
October, 1953, Vol. 29, No. 4, p.293.
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Urban Spheres of Influence
S$.¥. England

Source: Green, F.H.W. Motor bus centres in
S.4W. England considered in relation
to population and shopping facilities,
Transactions of the Institute of
British Geographers, 1948, p. 66




148

l/'i ‘\"
#
& i
Bus Service Areas, England and Wales ! .
3 .
S:ﬁ\ce: Green, F.H.W. Bus sevices in the British
Isles, Geographical Review, 41, 1951, ’
Vol. 41, p. 648. f
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Urban Hinterlands, Ireland

Source: Green, F.H.li. Community of interest areas in
Jestern Europe - Some geographical aspects of

local passenger traffic, Economic Geography

October, 1953, Vol. 29, No. 4
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Urban Hinterlands, Wales

Source: Green, F.H.W. Community of Interest areas in
Western Europe - Some geographical aspects of

local passenger traffic, Economic Geograpay
October, 1953, Vol. 29, No. 4, p. ¢
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Sguare

Source: Loeb, A.C. Space sStructures, Harmony,
| and Counterpoint

Reading, Mass. 1 976
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Trunsquare

Source: Loeb, A.C. Space Structures,
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Harmony and Countermoint

Reading, Mass. 1975
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Pentagon

[
Source: Loeb, A.C. Space Structures,

Harmony and

. Counterpoint, Rea

ding, llass. 1976
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